CHARACTERIZATION OF POLYNOMIAL
PRIME BIDECOMPOSITIONS
A SIMPLIFIED PROOF

FRANZ BINDER

ABSTRACT. Bidecompositions, i.e., solutions to r op = s o ¢, play
a central role in the study of uniqueness properties of complete
decompositions with respect to functional composition. In [Rif27)
all bidecompositions using polynomials over the complex number
field have been characterized. Later the result was generalized to
more general fields. All proofs tend to be rather long and involved.
The object of this paper is to develop a version that is simpler
than the existing ones, while keeping completely elementary, thus
making it accessible to a wider community.

1. BIDECOMPOSITIONS

In the whole paper we will deal with polynomials over a field, which
is usually denoted by k. The indeterminant, or identity polynomial,
will be denoted by x. Thus, whenever we just say polynomial, elements
of k[z] are intended, if not specified differently. Their functional com-
position will be denoted by o. Thus for polynomials  and p we use the
notations

rop=rop(z)=r(p(x)) =r(p)
interchangably. The degree of a polynomial p is denoted by [p]. As
usual when dealing with composition, we use the convention [0] = 0.
Thus the degree function is a homomorphism of the monoid (k[z], o)
onto the monoid (N, ). The units of (k[z], o) are the polynomials of

degree 1.
We have to clarify some basic notions.

1.1. Definition.
1. Two polynomials p and ¢ are called associated, in symbols p ~ g,
whenever there exist units a and b such that
p=aoqob.

2. A polynomial f is said to be decomposable iff it has a decomposi-

tion f = r o p into two non-units r and p. Otherwise it is called
1
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indecomposable. f = f,o...o0 fi is called a prime decomposition
of f iff all its componets f; are indecomposable.

3. A bidecomposition consists of two decompositions f =rop = sogq
that are not associated. A prime bidecomposition consists of prime

decompositions.
4. If r op = soq is a bidecomposition and a, b, ¢, and d are units,
then

(aorob)o(btopoc)=(aosod)o(dogoc)

is a bidecomposition that is associated to the original one.

1.2. Remark. Two polynomials over k that are not associated may be
associated when viewed as polynomials over an extension field. So we
must be careful with this notion.

Suppose that f has a prime decomposition of the form

f=...oropo...|

and that rop = soq is a prime bidecomposition. Then we can replace
r and p by s and ¢ to get another prime decomposition

f=...0s0qo0....

If two prime decompositions can be joined by a sequence of such re-
placements, then they are called related. The importance of bidecom-
position comes from the following theorem, that goes back essentially
to [Ritt 22]. First a definition.

1.3. Definition. A polynomial over k is called tame iff its degree is
not a multiple of the characteristic of k.

1.4. Remark. If chark = 0, then tame just means non-constant.

1.5. Theorem (Ritt). All prime decompositions of a tame polynomial
f are related. In particular, the number of its indecomposable compo-
nents and their degrees, but not nescessarily their order, are uniquely
determined by f.

Other proofs and generalizations of this theorem as well as related
results are e.g. in [Eng4l], [CN73], [DW74], [Sch82], and [Bin95)].

Some other facts from the above references that usually are proved
in this context should be mentioned.

1.6. Corollary. In a tame nontrivial bidecomposition rop = soq the
outer resp. the inner polynomials have the same degrees, i.e.,

rl=1[q], [p]=1s].

Additionally, [p] and [q] are relatively prime.
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1.7. Theorem (Liiroth). All intermediate fields of the extension
k(x) : k are simple. In particular, if polynomials p and q have no
common right component, then there is a rational function f in two
variables such that

= f(p,q).

Decompositions of tame polynomials do not depend on the ground
field:

1.8. Proposition. A tame polynomial is indecomposable over k iff it
1s indecomposable over some extension fields. ]

This allows us to pass over to the algebraic closure of k without losing
indecomposablility. But bidecompositions associated over an extension
field need not be associated over k. For these reason we do the proof
for arbitrary fields. algebraicall

1.9. Example. An easy example of bidecompositions is given by the
powers, because they trivially satisfy
"oz =x"ox™.
This can be generalized a bit to
(™ t(x)")ox™ =a" o (z™ - t(a")), (1)

for an arbitrary polynomial ¢, as can be verfied immediately. A second
important class comes from the Dickson polynomials, as defined in the
next section. They satisfy, similarly,

Dy, (z,a"™) o Dyy(x,a) = Dy(x,a™) o Dy (z, a). (2)

1.10. Definition. A bidecomposition associated to ([ll) is called ezpo-
nential, one associated to (B) is called trigonometric.

1.11. Definition. A tame polynomial f is called completely tame iff
for each multiplicity p of a zero of f’, m 4+ 1 is not a multiple of char k.

1.12. Remark. Again, in the case of characteristic 0, completely tame
just means non-constant. Otherwise a sufficient condition is [f] <

char k.

Now we can express the theorem that we want to proof in the next
five sections.

1.13. Theorem (Ritt). All prime completely tame bidecompositions
over a field not of characterisic 2 are either exponential or trigonomet-
TicC.



4 FRANZ BINDER

1.14. Corollary.

1. Owver a field of characteritic 0 all bidecompositions are either ex-
ponential or trigonometric.

2. If chark # 0 then all bidecompositions using polynomials of de-
grees < char k are either exponential or trigonometric.

This theorem goes back essentially to [Rit22], with generalizations
in [Ceva?], [LN73], [DW74], [SchR?].

The proof given in this paper is completely elementary, in the sense
that the basic facts about field extensions are the most advanced re-
sults used. Nevertheless it is not longer, quite on the contrary, some
simplifications, just in the most involved passages, were possible. Our
schedule will be as follows.

After discussing some not so widely known properties of Dickson (or
Chebyshev) polynomials and of the Tschirnhaus transform (similar to
the norm of a linear transformation), we will take a closer look at the
ramification structure of the components in a bidecomposition. Then,
in §5, we can give a condition for a bidecomposition to be exponential.
The same is done in §6 for trigonometric solutions. As one of these two
conditions must be satisfied the proof is complete then.

2. DICKSON POLYNOMIALS

As the (prime-degree) Dickson polynomials constitute bidecomposi-
tions, a closer look at their properties will be useful.

2.1. Definition. Let a € k. We define the Dickson polynomials
D, (z,a) recursively as

Dyio(x,a) =2 - Dyyy(x,a) —aDy(x,a);  Do(x,a) =2, Di(x,a) = z.
Instead of D, (x,1) we sometimes simply write D,,.

Note. The classical Chebyshev polynomials t,, usually defined by
cosnr = t,(cosx), are conjugate to our Dickson polynomials by
tn(z) = $D,(2z,1). Using Dickson polynomials instead of Chebyshev
ones has the advantage that they are normed, whenever n is odd. And
there is an additional parameter.

Almost directly from the definition we get

2.2. Proposition. The Dickson polynomials satisfy
1. D,(Az,\?) = \"D,,(z,1).
2. Dy(x,a)o(x+ax™t) = (z+a"z™ 1) ox".
3. Dy (z,a)0 Dy(x,a) == Dyp(z,a) = Dy(x,a) 0 Dy (x,a) for arbi-
trary constants a, \. O
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This result among many other ones can be found e.g. in [LMTY3].

2.3. Remark. Part [I] of his proposition suggests that the second pa-
rameter is superfluous because all Dickson polynomials of degree n are
associated to D,,. Suppose, however, that A € k, but a := \? € k.
Then

1
D, (z,a) = \"z o Dy(x,1) 0 &

Thus D, (x,a) is associated to D, (x,1) as polynomial over k()), but
not necessarily over k. Using this extra parameter we can avoid the
usage of extension fields in such cases.

Note. Using proposition £.7 it is easy to prove the well known differ-
ential equation for Dickson polynomials

(D> —4)-n®= (x> —4) D'

Conversely, the Dickson polynomials D,, and their negatives constitute
all polynomial solutions to this differential equation. This is proved e.g.
in [LN73] or [Sch82]. The essential idea in the later reference is used
in the proof of the next lemma, which will be enough for our purposes.

2.4. Lemma. Let K be a field. Suppose that char K # 2; If a poly-
nomial f over K of degree n satisfies

f—=2\"=(z—2)\)-¢*
f+2X" = (z+2)) - g3
for some polynomials g_, g, and A\ € K, then
f = Dyu(z,)?).

Proof. Let a = \2. We substitute z + az~! and multiply by z"; thus
obtain

(f(zx+az™) =2\ - 2" = (z +az™ ' —2\") - g*(x+ 27 ) -2 2" ?
=(x-XN*F@+at) 2"
= h?

for some polynomial h_, because [g_] = “51. Similarly

(f(x+az™") +2\") - 2" = k2.
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Substracting these two equations we get
AN =h% —h® = (hy +h_) - (hy —h_)

But both hy and h_ have degree n. As char K # 2, we can choose
the signs such that [h, +h_] = n. But then [h, —h_] = 0, thus
hy — h_ = ¢ for some constant ¢. We substitute A for z into equation
(%) to obtain

4a"™ = (2h_(\) +¢) - c.
Using h_(\) = 0 we see ¢ = 4a", thus can assume ¢ = 2\". Now
equation () turns into

AN'Z" = (2h — 2A™) - 2",

from which it follows that A, = 2"+ A" and consequently h_ = x™—\".
Therefore

flx+az ™)+ 20" = 27" (2" + \")?
=a"+2\"+a"z™",
thus
flx+ar™)=2"+az™",
which is the characteristic equation for a Dickson polynomial (g). O

The assumption in 2.4 was rather special. Using linear transforma-
tions we can make it more general.

2.5. Corollary. Let K > k be an extension field of k. If a polynomial
f over k satisfies

f—ei=(x—&) g
f—ea=(x—&)- g,

for some constants &1,& € K, polynomials gy, go over K, and ey, ey €
K that are two different solutions of some quadratic equation over K,
then f ~ D(x,a) (as a polynomials over k) for some a € k.

Proof. Being the solution of a quadratic equation, the e; have the form
€12 =€ + A

for some e € k and X\ € K such that \? € k.
In particular, f has its coefficients in k[A], and so has = — &;, as this
is a factor of the square-free factorization. Thus the & have the form

§12 =8 cA
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for some &, ¢ € k. Let n = [f]; it is odd, directly from the assumption.
After multipliying with 2\"~1 (€ k, as n is odd) the equations look like

2NN —e) £20" = (z — £+ cA)2M" g,
Now f = 2\t —e) o fo (Sx + &) ~ f satisfies
f:l: 2\" = (x —2)) - c/\"’lgiQ,

which is the form required to use the lemma. O

3. THE TSCHIRNHAUS TRANSFORM

3.1. Definition. Let p, g € k[x], ¢ monic with canonical factorization
[L;(x — &))" over its splitting field. Then the T'schirnhaus transform of
q by p, denoted by Pq is defined by

Pq = [ [ (= = p(&))".
In other words, we obtain the Tschirnhaus by transforming the zeros
of ¢ by p. As it is a symmetric function of the zeros of ¢, it is clear

that its value is always in k. In fact, the Tschirnhaus can easily be
expressed without any reference to an extension field as a resultant:

3.2. Proposition. For any polynomials p, q, we have up to the sign
"q(y) = resa(p(x) —y, q(x)). B

Proof. Let ¢ = [[;(x — &)" as above. Then by an elementary property
of the resultant

res, (p(x) =y, q(x)) = [ [(0(&) — y) =# Paj m

%

For bidecompositions the following property turns out to be very
useful.

3.3. Proposition. Let f = rop = soq be a prime bidecomposition
using monic polynomaials; then

P(g—b)=r—s(b).

Proof. Let ¢ —b=[[,(x — ;). Thus ?(¢ — b) = [[,(x — p(6;)). But 5;
is also a zero of r — s(b), because r(p(3)) = s(q(5)) = s(b).

Assume that b is transcentental. Then all the ; are distinct, as ¢
is tame. Suppose p(1) = p(B2). As p and q have no common right
component, Liiroth’s theorem, provides a rational function f such that

f(p,q) = z. Now
B = f(p,a)(Br) = f(p(Br),q(B1) = f(p(B2),q(B2)) = P2,
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which means, that p maps the zeros of ¢ — b injectively to the zeros of
r—s(b). As [p] = [g], this is even a bijection, and the proof is complete
for transcendental b.

For arbitrary b we choose some new transcendental element, say .
Then ?(q — y) = r — s(y). Proposition B.7 allows us to subsitute b for
y here, thus providing the full assertion. O

4. RAMIFICATION

4.1. Definition. We say that e is a ramification point of some poly-
nomial r iff r—e and 7" have a common zero. The degree of ged(r—e, ')
is called the (ramification) index of r at e and is denoted by ind, 7.

4.2. Remark. As r—e and r’ have a common zero iff res(r —e, ') = 0,
the ramification points of r are just the zeros of "r’.

4.3. Proposition. Let r be a tame polynomial. Then

Zinder =[r]—1

e

Proof. As r is tame, [r'] = [r] — 1, and if £ is a zero of 7" of multiplicity
K, then (x — &)* divides r — e for exactly one e. Thus the sum of the
ged’s is [r']. O

The next very important proposition needs a stronger hypothesis
(remember definition [[.11]).

4.4. Proposition. Suppose that r is completely tame. If we have the
canonical factorization r — e = c¢[[(z — a;)™, then

ind, r = Z(ai —1).
Proof. As r was assumed to be completely tame, all «; # 0

(mod chark). Thus the multiplicity of a; in 7" is a; — 1, which proves
the result. O

4.5. Remark. If a polynomial p has only one ramification point e, then
ind,p = [p/], thus p is associated to z). Such polynomials are also
called exponential.

4.6. Remark. For the rest of this section and the following two ones we
fix a non-trivial completely tame prime bidecomposition

f=rop=sogq
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with n = [p| = [s] and m = [¢] = [r]. Whenever we want, we can
assume all polynomials to be monic. For every point e we use the
canonical factorizations over the algebraic closure of k

T—e:H(x—ai)a

Then

Yij

I -

t,j k=1

where the §;;. should be the zeros of f — e classified according to
p(&iji) = a; and ¢(&;,) = bj; the €, denote their multiplicities and the
75; the number of such zeros. Comparing the above factorizations we
see that for all ¢ resp. j

Yij

a | | e
_&z b= H 5@]5 o

j k=1
Yij

q_b ﬂj HH‘I_&j 623&

i k=1

All these notions depend on the point e. If it is nescessary to indicate
this dependence, we use upper indices: a'?. ¢ and so on.

i) SIUJR
4.7. Lemma. Fori,j we have
Yij
b = E Cijr
k=1

In particular €5, < a;3; for all i, j, K
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Proof. Taking the Tschirnhaus transform we get
72]

q - b /6] H H gl]fi €”H

i k=1
Yij

I ILG - ey

i k=1
Yij
V0| (R y e
i k=1 i
But on the other hand, using proposition B.3,
g =) = (= s,))" = (r = " =[] (@ = a).

and this factorization must coincide with that obtained before. O

4.8. Notation. We will write n C m or m 2D n iff the integer n divides
m. Note that (Ng, D) is a lattice. Thus it makes sense to use the
symbols N and U to denote the greatest common divisor resp. the least
common multiple of integers. This intuitive notation will simplify many
of our formulas considerably.

4.9. Lemma. For all 1,7,k we have
€iju =2 ;U B (3)
Yij € a; N G;. (4)
Proof. Note that €., the multiplicity of §;;. in f — e equals a; times
its multiplicity in p — a;. Thus €;;, 2 ;. Similarly €;;, 2 3;. Thus the
first inequality is clear. From this, together with the previous lemma
Yij

aiﬁj = Z E’L]H = Yij (al U ﬂj)

k=1

Then the second equation follows from dividing by o; U ;. OJ
4.10. Lemma. For all i we have

indaip = Z ﬁ] 7z] > Z —a; N ﬁj

Proof. Using proposition A4 we get

Yij 3 Yij B Yij
indaip = Zz; (iij — 1) — Z (z; EZZN _ z; 1) = Z(ﬁ] _%'j).
J KR= J K= K=

J

The inequality then follows from the previous lemma. O



CHARACTERIZATION OF PRIME BIDECOMPOSITIONS 11

5. EXPONENTIAL SOLUTIONS

The next proposition is very important for our simplifications. First
we need a technical lemma.

5.1. Lemma. Suppose that the positive integers a; have no common
divisor, i.e., (Ya; = 1. Then for all positive integers [3

Y B-wnp) >p-1.
Proof. For 3 = 1 this is trivial. So we assume 3 > 1. Suppose that
«; is not a multiple of 3. Then a; N 3 C (3, thus < g, and the i-th
summand is > g If there are two such summands, then they sum up
to 3 and the lemma is proved. Thus consider the case that «; O 3 for

all but at most one i. Take ¢ = 1 for the possible exception. Then

1:mai:alﬂﬂai2a1ﬂﬁ,

i#1
thus a; N B = 1, and we just have to look at the first summand § —
a1 N B =3 —1 to prove the lemma also in this case. O

The following result now has got a direct and considerably shorter
proof. It continues in the style of the previous proofs.

5.2. Proposition. If s has only one ramification point, then our bide-
composition is exponential.

Proof. Let e be the unique ramification point. Then e € k, and in our
factorizations

v=1, [(i=n,
where n must be prime by indecomposability. Hence some «; is rel-
atively prime to n, again by indecomposability. Thus let us assume
nNa; = 1. Now from lemma E.10

n—lzindalpEZ(ﬁj—alﬂﬁj):n—alﬂn:n—l.
i=1
Thus a; is the unique ramification point of p, and as such is in k. For
1 # 1 we have
0=ind,, p >n—a;Nn,
hence a; O n. So r has the form
r—e=(x—a)*-t"

for some polynomial ¢. a; and the coefficients of ¢ are elements of k
because they can be computed from the squarefree factorization. The
form of ¢ is determined by the other three polynomials. O
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Because the results in this section are symmetric in the sense that
we can interchange the roles of the two decompositions 7 o p and s o g,
we can summarize

5.3. Proposition. If at least one of the two polynomials r and s has
only one ramification point, then our bidecomposition is exponential.
O

6. TRIGONOMETRIC SOLUTIONS

6.1. Proposition. Ifr has at least two ramification points, then

Z ind,, p = ind,s.

2

Proof. Because r — e is not exponential, but indecomposable, (] a; = 1.
Thus we can apply the lemma for each 3; and, after summation, we

get
DD B—ang) =) pi-1
Jj ot J
Now we use lemma BT0 to estimate
Zindaip > ZZ(@ —a;NBj) > Zﬁj — 1 =ind,s,
( i g J

thus proving the >-part.

To see equality we consider the factorizations of remark [.§ for vari-
ous ¢’s. Note that for r —e; and r — €5 have no common zero whenever

e1 # eo, thus all the elements age)
over all e € k we get

m—lzZindep:ZZindaipZ Zindeszm—l,

hence the > here is an equality, and by the part just proved all sum-
mands are equal, too. O

are distinct, so from summing up

6.2. Lemma. If r has two ramification points and r — e contains a
simple zero, say ay (i.e. ag = 1), then

aiQUﬁj, for all i # 1.
J

Proof. By proposition B.1] together with lemma E.10
Z(ﬁj —1)=ind,s = Zindaip > ZZ(@ — ;N G),
J i (N
and using a1 N G; = 1,
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= Z(ﬁj —D+Y Y (B—aing)

il g
Thus for ¢ # 1 and all j we have 3; < o; N 3}, i.e. oy 2 B;. O

6.3. Remark. If r — e has no simple zero, then all its zeroes are at least
double, hence their number is at most %, so ind.r > . This cannot
happen twice.

6.4. Proposition. If both r and s have at least two ramification
points, then they have exactly two (common) ones. Let e be one of
them. Then both r — e and s — e have exactly one simple zero, the
remaining ones being double.

Proof. Suppose e is a ramification point of s such that » — e has a
simple zero, say ai, thus a; = 1. By the lemma, all the remaining «;
are multiples of all the 3;. But some b; > 1, thus, in particular, a; > 2
for all i # 1. Hence e is also a ramification point of r and ind, r > ™1

2
because pu < mT_l If ¢ is another ramification point of r, then its

index is bounded by mT’l, so r — ¢’ has also a simple zero, and the

whole story is equally true for this second ramification point. Thus r
has exactly the two ramification points e and €', both with index mT’l,
hence p = mT“ r — e has a simple zero, the remaining mT_l ones sum
up to m—1, thus are double. The same is true for ¢’ and, by symmetry,

for the ramification points of s. O

6.5. Remark. This means that for ; = ; = 1 and o = §; = 2 for
all 7 # 1 for both ramification points e. Thus ;3 = 1, €117 = 1, and
€ijr 2 2, ifnot i = j = 1. Thus, if 1, e3 are the two ramification points,
then

f—er=(x—&)-gi,
f—ea=(x—-&) g

for some polynomials g1, gs. Because f has exactly two ramification
points, e; and ey satisfy a quadratic equation over k (f.2). So we can
apply proposition £.4, and obtain:

6.6. Corollary. If both r and s contain two ramification points, then
our bidecomposition is trigonometric. ]
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7. FINAL REMARKS

Now the proof of Ritt’s bidecomposition theorem is complete. Let
us outline where simplifications have been made, and which further
improvements seem to be possible.

Previous proofs assume that the ground field k is algebraically closed.
In [Sch82] the theorem for general fields is obtained as a corollary to
that for algebraically closed ones. Our version proves the general form
directly. There are only few points where we must take care of this,
e.g. in 2.5 whose nontrivial part says that we the linear transformations
can be chosen in the ground field.

That we use the Tschirnhaus transform instead of the norm as
previous elementary proofs is mainly a matter of taste. Note that
Pq-p = £Ni(2)k(p)(q). The usage of the resultant is new in this context
and may supply further improvements, when used more extensively.
Our proof of proposition B-3 serves as an alternative to the usage of
norms and minimal polynomials; it seems to be more direct.

The section on ramification contains results mixed from the previous
proofs. Lemma (.9 has got an elementary proof.

Our major simplifications are contained in sections 5 and 6. There
is no discussion of extra points anymore. We just make the distinction
on the number of ramification points and quickly see by analyzing the
ramification structure that we have the exponential or trigonometric
case respectively.

These improvements essentially use that the components of prime
bidecompostions are indecomposable. Thus they do not generalize as
in [Sch82], partially characterizing bidecompositions that need not be
prime. This raises the question, whether the two theorems of Ritt (.5
and [[.T3) can be used to give a general exact description of all possible
decompositons. In particular, we may ask whether there is a canonical
decomposition.

The decompositions of exponential polynomials (associated to z™)
may be considered to be trivial as they simply correspond to the fac-
tors of n. The same is true with Dickson polynomials. This suggest
that a canonical decomposition could look like this: a composition of
polynomials that are either Dickson or occur in some bidecomposition
or have nothing to do with bidecompositions.

As another further improvement it might be possible to use the re-
sultant and square-free factorizations indstead of the involved anaysis
of the zeros and their multiplicities in sections 4 to 6.

The assumption about char2 in the theorem was necessary because
proposition P.4 uses it, which again is needed in (.6. It is not clear
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whether we get any additional bidecompositions in case of characteris-
tic 2.

The restriction to completely tame polynomials was necessary in
proving .4, which is basic for all results about the index. It is not
known how far this can be weakened, e.g. to tame polynomials..

Another open problem is, how far the assumptions can be weakened,
or how the assertion should be changed for finite characteristic. One
form of counterexample can be obtained as follows. Let y = chark;
then for all indecomposable polynomials f

aX - f=f-aX
is a bidecompositions. Can all bidecompositions be reduced to trigono-
metric or exponential form using this ambiguity somehow?

The characterization of bidecompositions of rational functions seems

to be more difficult. In this case, for example one gets the Redei func-
tions as another class of permuting functions.
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