THE COMPLETE GENERATING FUNCTION FOR GESSEL WALKS
IS ALGEBRAIC

ALIN BOSTAN AND MANUEL KAUERS

ABSTRACT. Gessel walks are lattice walks in the quarter plane N2 which start at the ori-

gin (0,0) € N2 and consist only of steps chosen from the set {+, /", /,—}. We prove that

if g(n;4,4) denotes the number of Gessel walks of length n which end at the point (4,5) € N2,

then the trivariate generating series G(t; z,y) = Z g(n;4,5)a'y?t™ is an algebraic function.
n,i,j >0

1. INTRODUCTION

The starting question in lattice path theory is the following: How many ways are there to walk
from the origin through the lattice Z? to a specified point (i,5) € Z2, using a fixed number n of
steps chosen from a given set S of admissible steps. The question is not hard to answer. If we
write f(n;4,j) for this number and define the generating function

F(tiz,y) = (D i j)a'y’ )" € Qla,y,a,y~ [l

n=0 4¢,j€Z

then a simple calculation suffices to see that F(¢;x,y) is rational, i.e., it agrees with the series
expansion at t = 0 of a certain rational function P/Q € Q(t,x,y). This is elementary and well-
known.

Matters are getting more interesting if restrictions are imposed. For example, the generating
function F(t;x,y) will typically no longer be rational if lattice paths are considered which, as
before, start at the origin, consist of n steps, end at a given point (i, j), but which, as an additional
requirement, never step out of the right half-plane. In was shown in [8, Prop. 2| that no matter
which set S of admissible steps is chosen, the complete generating function F' for such walks is
algebraic, i.e., it satisfies P(F,t,x,y) = 0 for some polynomial P € Q[T,t,x, y].

If the walks are not restricted to a half-plane but to a quarter plane, say to the first quadrant,
then the generating function F' might not even be algebraic. For some step sets it is, for others
it is not [6, 23]. Among the series which are not algebraic, there are some which are still D-finite
with respect to t (i.e., they satisfy a linear differential equation in ¢ with polynomial coefficients
in Q[¢, z,y]), and others which are not even that [8, 24].

Bousquet-Mélou and Mishna [7] have systematically investigated all the walks in the quarter
plane with step sets S C {—, \, 1, ./, —, \u |, ,/}. After discarding trivial cases and applying
symmetries, they reduced the 256 different step sets to 79 inherently different cases to study. They
provided a unified way to prove that 22 of those are D-finite, and gave striking evidence that 56
are not D-finite. Only a single step set sustained their attacks, and this is the step set that we are
considering here.

This critical step set is {<, ", /', —}. The central object of the present article are thus lattice
walks in Z? which

e start at the origin (0,0),
e consist of n steps chosen from the step set {—, , 7, —}, and
e never step out of the first quadrant N? of Z2.
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These walks are also known as Gessel walks. By g(n;i,j), we denote the number of Gessel walks
of length n which end at the point (i,5) € Z2. The complete generating function of this sequence
is denoted by

oo
Gltiz,y) =) ( > g(n; i,j)xiyj)t”-
n=0 i,j€Z
Since g(n;i,7) = 0 if min(é, j) > n or max(¢,7) < 0, the inner sum is a polynomial in = and y for
every fixed choice of n, and thus G(¢; z,y) lives in Q[z, y][[t]].
Gessel [unpublished] considered the special end point i = j = 0, i.e., Gessel walks returning to
the origin, so-called excursions. Their counting sequence g(n;0,0) starts as

1, 0, 2, 0, 11, 0, 85, 0, 782, 0, 8004, 0, 88044, 0, 1020162, O, ...
He observed empirically that these numbers admit a simple hypergeometric closed form. His

observation became known as the Gessel conjecture, and remained open for several years. Only
recently, it was shown to be true:

Theorem 1. [16] G(¢;0,0) = 3F (5/§/31/22 L ‘ 16t2> = i W@t)?”.

This result obviously implies that G(¢;0,0) is D-finite. Less obvious at this point, and actually
overlooked until now, is the fact that the power series G(¢;0,0) is even algebraic. Because of the

alternative representation
1 /1 -1/6 —1/2 1
2\ _ ~ [+ 2\ _+
o ) 2 (2 2F1( 2/3 1ot ) 2)

(56 1/2 1
372\ 5/3 2

it was clear that algebraicity could be decided by reference to Schwarz’s classification [30] of

algebraic 2 F1’s, but as nobody recognized that the parameters (—1/6,—1/2;2/3) actually fit to

Case IIT of Schwarz’s table, the rumor started to circulate that G(¢;0,0) is not algebraic. In fact:

n=0

Corollary 2. G(t;0,0) is algebraic.

With Theorem 1 and standard software packages like gfun [29, 21] at hand, discovering and
proving Cor. 2 is an easy computer algebra exercise. Compared to a proof by table-lookup, the
constructive proof given below has the advantage that it applies similarly also for families of
functions for which classification results are not available.

Proof. The idea is to come up with a polynomial P(T,¢) in Q[T,t] and prove that P admits the
power series g(t) =Y. %(161&)" as a root. Using Thm. 1, this implies that P(T,#?) is
an annihilating polynomial for G(t;0,0), so that the latter series is indeed algebraic.

Such a polynomial P can be guessed starting from the first, say, 100 terms, of the series g(¢),
using for instance Maple’s routine seriestoalgeq from the gfun package (see Sections 2.1 and 3.1 for
more details on automated guessing). The explicit form of P is given below.

By the implicit function theorem, that polynomial P admits a root r(t) € Q[[t]] with r(0) = 1.
Since P(T,0) = T —1 has a single root in C, the series () is the unique root of P in C|[t]]. Now,
r(t) being algebraic, it is D-finite, and thus its coefficients satisfy a recurrence with polynomial
coefficients. To complete the proof, it is then sufficient to type the following commands into Maple.

> with(gfun):

> P:=(t,T) -> —1+48*%t-576*%t"2-256%t" 3+ (1-60*t+912*xt~2-512*t"3) *T+(10*t
—312%t"2+624%t"3-512%t"4) T2+ (45*%t"2-504*t"3-576*%t"4) *T"3+(117*t"3
—252%t74-288*t"5) *T"4+189%t "4*T " 5+189*t "5*T " 6+108*t 6T 7+27*t " 7+T"8:

> gfun:-diffeqtorec(gfun:-algeqtodiffeq(P(t,r), r(t)), r(t), gn));

This outputs the first-order recurrence

(1 +2)(3n 4+ 5)gas1 — 4(6n +5)(2n + g =0, go =1,

satisfied by the coefficients of r(t) = > 7 gnt". Its solution is g, = %16”, and therefore

g(t) and r(t) coincide, and thus g(t) is a solution of P, as was to be shown. O
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The aim in the present article is to lift the result of Corollary 2 to the complete generating
function, where x and y are kept as parameters. We are going to show:

Theorem 3. G(t;x,y) is algebraic.

This twofold generalization of Thm. 1 is a surprising result. Until now, it was not known whether
G(t;x,y) is even D-finite with respect to ¢ or not, and both cases seemed equally plausible in view
of known results about other step sets. Thm. 3 implies that G(¢;x,y) is D-finite with respect
to each of its variables, and in particular that the sequence g(n;i,7) is P-finite (i.e., it satisfies
a linear recurrence with polynomial coefficients in n) for any choice of (i,j) € N2. This settles
several conjectures made by Petkoviek and Wilf in [26, §2]. As noted in [26], even for simple values
of (i,7) the sequence g(n;i,j) is not hypergeometric, unlike the excursions sequence g(2n;0,0).
For instance, the sequence g(2n + 1;1,0) satisfies a third order linear recurrence, but it is not
hypergeometric. Moreover, no closed formula seems to exist for g(n;i,j), for arbitrary (i,7). All
this indicates that counting general walks is much more difficult that just counting excursions.

Theorem 3 will be established by obstinately using the approach based on automatic guessing
and proof promoted in [5], and by making heavy use of computer algebra. In contrast to Corol-
lary 2, we manage in our proof of Theorem 3 to avoid exhibiting a polynomial that has G(t; x,y)
as a root. This is fortunate, since a posteriori estimates show that the minimal polynomial of
G(t;x,y) is huge, having a total size of about 30Gb.

Only annihilating polynomials of the section series G(t;x,0) and G(t;0,y) are produced and
manipulated during the computer-driven proof of Theorem 3. But even restricted to those ones,
our computations have led to expressions far too large to be included into a printed publication;
too large even to be processed efficiently by standard computer algebra systems like Maple or
Mathematica. To get the computations completed, it was necessary to use careful implementations
of sophisticated special purpose algorithms, and to run these on computers equipped with fast
processors and large memory capacities. These computations were performed using the computer
algebra system Magma [2]. Our result is therefore interesting not only because of its combinatorial
significance, but it is also noteworthy because of the immense computational effort that was
deployed to establish it.

2. A DrRy RUN: KREWERAS WALKS

The computations which were needed for proving Thm. 3 were performed by means of efficient
special purpose software running on fast hardware. It would not be easy to redo these calculations
in, say, Maple or Mathematica on a standard computer. As a more easily reproducible calculation,
we will show in this section how to reprove the classical result that the generating function of
Kreweras walks is algebraic [19, 14, 6]. A slight variation of the very same reasoning, albeit with
intermediate expressions far too large to be spelled out here, is then used in the next section to
establish Thm. 3.

Kreweras walks differ from Gessel walks only in their choice of admissible steps. They are thus
defined as lattice walks in Z? which

e start at the origin (0, 0),
e consist only of steps chosen from the step set {<—, |, '}, and
e never step out of the first quadrant N? of Z2.

If f(n;4,j) denotes the number of Kreweras walks consisting of n steps and ending at the point
(i,4) € Z?, then it follows directly from its combinatorial definition that the sequence f(n;i,j)
satisfies the multivariate recurrence with constant coefficients

(1) fln+154,5) = f(nsi+ 1,5) + f(nid, 5 + 1) + f(n;i = 1,5 = 1),

for all n,4,j > 0. Together with the boundary conditions f(n;—1,0) = f(n;0,—1) =0 (n > 0)
and f(0;4,5) = d; ;.0 (¢,7 > 0), this recurrence equation implies the functional equation

F(t;z,y) = 1+ (L + 5 +ay)tF(tz,y) — $tF(t2,0) — 1EF(50,y)
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for the generating function

Flts,y) =Y (D flmi,ja'y! )i
n=0 1i,j=0

Noting that F(¢;0,y) and F(t;y,0) are equal by the symmetry of the step set about the main
diagonal of N2, the last equation becomes

F(tiz,y) =14 (3 + 5 +ay)tF(tz,y) — ytF(t2,0) — 1tF(ty,0).

At the heart of our next arguments is the kernel method, a method commonly attributed to
Knuth [17, Solutions of Exercises 4 and 11 in §2.2.1] which has already been used to great advantage
in lattice path counting, see e.g. [12, 27, 6]. After bringing the functional equation for F(t;x,y)
to the form

(K) ((z +y+a?y*)t —ay)F(tsx,y) = atF(t;2,0) + ytF (t;y,0) — xy,
the kernel method consists of coupling z and y in such a way that this equation reduces to a
simpler one, from which useful information about the section series F(t;x,0) can be extracted.
In the present case, the substitution
T —t— /41223 + 12 — 2tz + 12

2tx?

3 .3 .6 .3 —
=t4+ %t2 + zm—gltB 4 31$;-1t4 + 2x +f41 +1t5 ... c Q[az,x IH[tHv

y—Y(t,x) =

which is legitimate since the power series Y (¢, z) has positive valuation, puts the left hand side
of (K) to zero, and therefore shows that U = F(t; x,0) is a solution of the reduced kernel equation
Y(t,z) Y(tx)
t
Now, the key feature of Equation (K,.q) is that its unique solution in Q[[z,t]] is U = F(¢;z,0).
This is a consequence of the following easy lemma. Here, and in the rest of the article, ord, S
denotes the valuation of a power series S with respect to some variable v occurring in S.

Lemma 4. Let A, B,Y € Q[z,z~![[t]] be such that ord; B > 0 and ord; Y > 0. Then there exists
at most one power series U € Q[[z,t]] with

(Krea) Ult,z) =

U(t,Y(t,x)).

Ut,z) = A(t,z) + B(t,z) - U(t,Y (¢, x)).

Proof. By linearity, it suffices to show that the only solution in Q[[z,¢]] of the homogeneous
equation U(t,z) = B(t,x) - U(t,Y (t,z)) is the trivial solution U = 0. This is a direct consequence
of the fact that if U were non-zero, then the valuation of B(t,z) - U(t,Y (¢, 2)) would be at least
equal to ord; B + ord; U, thus strictly greater than the valuation of U(¢, x), a contradiction. [

We are now ready to reprove the following classical result.
Theorem 5. [14] F(t;x,y) is algebraic.

Proof. The strategy is to use a computer-assisted proof, which is completed in two steps:

(1) Guess an algebraic equation for the series F'(¢;x,0), by inspection of its initial terms.
(2) Prove that
(a) the equation guessed at Step (1) admits exactly one solution in Q[[z,¢]], denoted
Fcand(t; xz, 0>7
(b) the power series U = Feana(t; x,0) satisfies (Kyeq).
Once this has been accomplished, the fact that U = F(t;2,0) also satisfies Equation (K,eq), in
conjunction with Lemma 4 (with the choice A(t,x2) = Y (t,z)/t and B(t,z) = =Y (¢,x)/x), implies
that the power series Feand(t;2,0) and F(¢; x,0) coincide.

In particular, F(¢;2,0) satisfies the guessed equation, and this certifies that F(¢;,0) is an
algebraic power series. Since Y (t,z) is algebraic as well, and since the class of algebraic power
series is closed under addition, multiplication and inversion, it follows from (K) that F(¢;x,y) is
algebraic, too. This concludes the proof.
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In the rest of this section, we supply full details on the automated guessing step (1) and on the
proving steps (2a) and (2b).

2.1. Guessing. Given the first few terms of a power series, it is possible to determine potential
equations that the power series may satisfy, for example by making a suitable ansatz with undeter-
mined coefficients and solving a linear system. In practice, either Gaussian elimination, or faster,
special purpose algorithms based on Hermite-Padé approximation [1], are used. The computation
of such candidate equations is known as automated guessing and is one of the most widely known
features of packages such as Maple’s gfun [29].

If sufficiently many terms of the series are provided, automated guessing will eventually find an
equation whenever there is one. The method has two possible drawbacks. First, it may in principle
return false equations (although, if applied properly, it virtually never does so in practice). This
is why — in order to provide fully rigorous proofs — equations discovered by this method must be
subsequently proven by an independent argument. Second, if the precision needed to recover the
equations is very high, the guessing computations could take extremely long when using traditional
software. This is typically the case in the Gessel example treated in Section 3, for which dedicated,
very efficient, algorithms are needed.

In the Kreweras case, the computations are feasible in Maple. We now provide commented code
which enables the discovery of an algebraic equation potentially satisfied by F(t;x,0). First, a
function f is defined which computes the numbers f(n;4,7) via the multivariate recurrence (1).
> f:=proc(n,i,j)

option remember;

if i<0 or j<O0 or n<O then O
elif n=0 then if i=0 and j=0 then 1 else 0 fi
else f(n-1,i-1,j-D+f(n-1,i,j+1)+f(n-1,i+1,j) fi

end:

Using this function, we compute the first 80 coefficients of F'(¢; x,0); they are polynomials in z
with integer coefficients. The resulting truncated power series is stored in the variable S.
> prec:=80:
> S:=series(add(add(f(k,i,0)*x"1,i=0..k)*t"k,k=0..prec),t,prec-1):

Next, starting from S, the gfun guessing function seriestoalgeq discovers a candidate for an
algebraic equation satisfied by F'(¢;x,0). For efficiency reasons, we do not use the built-in version
of gfun, but a recent one which can be downloaded from http://algo.inria.fr/libraries/
papers/gfun.html
> gfun:-seriestoalgeq(S,Fx(t)):
> P:=collect (numer (subs (Fx(t)=T,%[11)),T);

The guessed polynomial reads:
P(T,t,xz) = (1623t* + 108t* — 722> + 82%1? — 2t + x)
+ (962> — 48x3t* — 144t* 4 104xt® — 162%t% 4+ 2t — 2)T
+ (482*° + 19221 — 26422¢5 + 6423t* + 32t* — 3224° + 92°%)T?
+ (192237 + 128t7 — 9625 — 192215 + 12822¢5 — 32234 T3
+ (482°t% +1922%% — 192237 + 5624¢%)T*
+ (96217 — 4825%)T° 4+ 1625¢197°.
Running Maplel2 on a modern laptop’, the whole guessing computation requires about 80Mb
of memory and takes less than 20 seconds. Once the candidate polynomial P is guessed, one could

proceed to its empirical certification; this can be done in various ways, as explained in [5]. We do
not need to do this here, since we are going to prove in §2.2 that F(¢;x,0) is a root of P.

IMacBook Pro; Intel Core 2 Duo Processor, @2.4 GHz; 4Mb cache, 2Gb RAM.
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One may wonder where the precision 80 used in the previous computations comes from. Here,
this precision was humanly guessed, being chosen as a reasonable threshold. However, a straight-
forward doubling technique (not explained here in detail) would allow to automatically tune it,
by running several times the whole guessing procedure with increasing precision until the same
polynomial is output two consecutive times.

2.2. Proving. In this section, we detail the two steps (2a) and (2b) used in the proof of Theorem 5.

2.2.1. Ewmistence and Uniqueness. Since P(1,0,2) = 0 and %(I,O,x) = —uz, the implicit function
theorem implies that P admits a unique root Feana(t;,0) in Q((x))[[¢]]. It follows that P has at
most one root in Q[[x,t]] and that this root, if it exists, belongs to Q[x, z~][[t]].
Proving the existence of a root of P in Q[[x,t]] is less straightforward: this time, the equalities
P(1,0,0) = 0 and 22(1,0,0) = 0 prevent us from directly invoking the implicit function theorem.
We are thus faced to a clumsy technical complication, since what we really need to prove is that

the root Feand(t; x,0) actually belongs to Q[[z, t]]: otherwise, the substitution of U = Fapna(t; x,0)
in Equation (K,eq), used in Step (2b) of the proof of Thm. 5, would not be legitimate.

To circumvent this complication, we exploit the fact that, when seen in Q(x)[T),t], the polyno-
mial P(T,t,x) defines a curve of genus zero over Q(x), which can thus be rationally parameterized.
Precisely, using Maple’s algcurves package, the rational functions Ry (U, z) and Ro(U,z) defined
by:

Ul +U)(1 42U +U? 4 U%x)?
h(U, ) ’
(U422 +2U%(U + 1)%z + 1+ 4U + 6U? + 2U3 — U*)h(U, )
(1+U)2(1+2U + U2+ U?x)* ’

Rl(Uv LL') =

RQ(U, x) =

with
h(U,x) = USa® 4+ 3U(U +1)%2® + 3U(U + 1)*x + 1 4 6U + 15U2 + 24U + 27U* 4 18U° 4 5U°,
are found to share the following properties:
hd P(RQ(Uv 'T)a Rl(Ua Jf), Z‘) = 07
e there exists a (unique) power series
Uo(t,z) =t + 12 + (x + D)t* + (22 + 5)t* + (222 + 3z + 9)t° + ...
in Q[[z, t]] such that Ry (Up,x) =t and Up(0,z) = 0.

While the first property is easily checked by direct calculation, the second one is a conse-
quence of the implicit function theorem, since Q(U,t,x) = Ry (U, x) — t satisfies Q(0,0,0) = 0 and
99(0,0,0) = 1.

The existence proof of a power series solution of P is then completed using the following
argument: Ry having no pole at U = 0, and the valuation of Uy with respect to ¢t being positive,
the composed power series Ro(Uy(t, ), z) is well defined in Q[[z, ¢]] and it satisfies

P(RQ(UO7 l’), t7 :17) = P(RQ(U07 ZE), Rl(U07 .’,E), I) =0.
Therefore, Feana(t; z,0) = Ra(Uy(t,x),x) is the unique power series solution in Q[[x,t]] of P.
2.2.2. Compatibility with the reduced kernel equation. We need to show that Feanq(t;x,0) so de-
fined satisfies equation (K,eq). This can be done in various ways by resorting to closure properties
for algebraic power series. These closure properties are performed by means of resultant compu-
tations, based on Lemma 6 below.

One possibility is to first prove that the power series S(t,z) € Q[z, ™ ][[t] defined by

Y(t,z) Y(t )
t T
is a root of the polynomial P(T,t,z), and then to use the fact that P has only one root in
Qlz, 27 Y[[t]], namely Feana(t;2,0). This will imply that S(¢,2) and Feana(t; 2, 0) coincide, and
thus that Fiana(t; 2, 0) satisfies equation (K,cq), as desired.

S(t,x) =

Fcand(t; Y(t7 1‘), 0)
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The main point of this approach is that, since the power series Y (t,2) and Fiana(t;,0) are
both algebraic, finding a polynomial which annihilates the series S(¢,z) can be done in an ezact
manner, without having to appeal to guessing routines. Moreover, the minimal polynomial of
S(t,x) can be determined by factoring an annihilating polynomial obtained through a resultant
computation, and, if necessary, by matching the irreducible factors against the initial terms of the
series S(t, z).

More precisely, one can use the following classical facts, that we recall for completeness, see
e.g. [20] for a proof.

Lemma 6. Let K be a field and let P,Q € K[T,t,x] be annihilating polynomials of two algebraic
power series A, B in Klx,z71][[t]]. Then

(1) pA is algebraic for every p € K(t,z), and it is a root of pier ¥ P(T /p,t,x).

(2) A+ B is algebraic, and it is a root of res,(P(z,t,x), Q(£(T — 2),t,z)).

(3) AB is algebraic, and it is a oot of ves,(P(z,t,x), 2987 QQ(T/z,t,z)).
(4) If ord, B > 0, then A(t, B(t,x)) is algebraic, and it is a root of res,(P(T,t,z2),Q(z,t,x)).

Since z/t—z/xFeana(t; 2,0) is a root of (the numerator of) P(x/z(z/t—T),t,z) and since Y (¢, x)
is a root of (z+ T + 2%T?)t — 2T, Lemma 6 suggests continuing our Maple session by constructing
a polynomial in Q[T ¢, z] which has S(t, ) as a root, in the following way:

> ker := (T,t,x) -> (x+T+x"2*xT"2)*t-x*T:
> pol := unapply(P,T,t,x):
> res := resultant (numer(pol(x/z*(z/t-T),t,z)), ker(z,t,x), z):

> factor(primpart(res,T));
The output of the last line is P(T,t,x)?, which proves that S(t, ) is a root of P(T,t,x).

2.3. Consequences. Setting = to 0 in P leads to the conclusion that the generating series
F(t;0,0) of Kreweras excursions is a root of the polynomial 64t57° 4+ 16t>T2 +T — 72t3T + 54t — 1.
An argument similar to that used in the proof of Corollary 2 then implies that the coefficients a,,
of F(t;0,0) satisfy the linear recursion

(n+6)2n+9)an+s — 54(n+2)(n+ 1)a, =0, ag=1,a1 =0, az =0,

which in turn provides an alternative proof of the classical fact [19, 14, 6] that the series F(¢;0,0)
is both algebraic and hypergeometric, and it has the following closed form

1/3 2/3 1 S n
F(t;0,0)=3F2< /3/2/2 ’2”3) :nz_o(nJrl)((Qn)Jrl)ts .

3. GESSEL WALKS

For establishing the proof of Theorem 3, we apply essentially the same reasoning that was
applied in the previous section for proving Theorem 5. The main difference is that the intermediate
expressions get very big, so that they can only be handled by special purpose software (see the
data provided on our website [4]). There are also some additional complications which require to
vary the arguments slightly. In this section, we point out these complications, describe how to
circumvent them, and we document our computations.

The numbers g(n, i, j) of Gessel walks of length n ending at (i, ) € Z? satisfy the recurrence
equation

g+ 14,5) = g(nyi— 1,5 — 1) + g(nsi + 1,5+ 1) + g(nyi — 1,5) + g(nsi +1,5)

for n,i,7 > 0. Together with appropriate boundary conditions, this equation implies that the
generating function

o0 o0
Gltiwy) =Y (Y glmi 'y’ ),
n=0 14,7=0
which we seek to prove algebraic, satisfies the equation

(KS) (1 +y+ 22y + 2°y°)t — 2y)G(tz,y) = (L+y)t G(1;0,y) + t G(t;2,0) — t G(t;0,0) — xy.
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This is the starting point for the kernel method.
In this case, because of lack of symmetry with respect to x and y, there are two different ways
to put the left hand side to zero, using the two substitutions

y—Y(tx)= — (2 —x+t+ V(taz? —x +1)2 — 4t222) / (2t2?)

2 1 2 6 4 2
%t+ $x-2§-1t2 4+ Z +i§ +1t3 4z +61zi-6w +1t4 +..

and x — X(t,y) == (y — Vyly — 42y + 1)2)) /2ty (y + 1))
_ oyt (w+1%,3 | 2w+D°,5 | 5w+D7,7
=Syt T U T Tt

They yield the equations

G(t;z,0) = zY (t,x)/t + G(¢;0,0) — (1 + Y (¢, 2))G(t;0,Y (¢, x)),
(1+9)G(£0,y) = X(t,y)y/t + G(:0,0) — G(4; X (¢, 9),0),
respectively. Note that the first equation is free of y while the second is free of x. If we rename
y to @ in the second equation, then all quantities belong to Q[x,z~1][[]]. Note also that we can
write G(t;x,0) = G(£;0,0) +zU(t,x) and G(t;0,z) = G(t;0,0) + 2V (¢, ) for certain power series
U,V € Q[[z,t]]. In terms of U and V, the two equations above are then equivalent to
G2 2U(t,z) =z (t,2)/t —(1+ Y (¢, 2)G(t0,0) =Y (t,2) (1 + Y(t,2)V(t, Y(t z)),
Kred) (I+2)aV(t,x) = X(t, z)x/t — (1+2)G(¢;0,0) — X (¢, 2)U(t, X (¢, x)).

(Kia)

The two equations (Kﬁdz) correspond to the equation (K,cq) in Section 2. The situation here is
more complicated in two respects. First, we have two equations and two unknown power series
U and V rather than a single equation with a single unknown power series F'(¢; x, 0); this difference
originates from the lack of symmetry of G(¢; x, y) with respect to = and y, which itself comes from
the asymmetry of the Gessel step set with respect to the main diagonal of N2. Second, the two
equations for U and V still contain G(¢;0,0) while there is no term F(¢;0,0) present in (K,eq);
this difference originates from the fact that Gessel’s step set contains the admissible step ,/,
as opposed to Kreweras’s step set. The occurrence of G(¢;0,0) in the equations (Ki(f) is not
really problematic, as we know this power series explicitly thanks to Theorem 1. As for the other
difference, we need the following variation of Lemma 4.

Lemma 7. Let Ay, Ay, By, B2, Y1,Ys € Qlz,27[[t] be such that ord; By > 0, ord; By > 0,
ord; Y1 > 0 and ord, Yo > 0. Then there exists at most one pair (Uy,Us) € Q[[x,t]]? with

Ul(t,CC) = Al(t,I) + Bl(t71‘) . Ug(t,Yl(t,I)),
Ug(t,il,') = Ag(t,x) + BQ(LI’) . Ul(t,}/g(t,x))

Proof. By linearity, it suffices to show that the only solution (Ui, Us) in Q[[z, t]] x Q][x,]] of the
homogeneous system

Ul(t,:c) = Bl(t,l’) . UQ(t, Yl(t,l')),
Us(t,x) = By(t,x) - Uy (t, Ya(t, z))

is the trivial solution (U7, Us) = (0,0). This is a direct consequence of the fact that if both U; and
U, were non-zero, then the valuation of By (¢, ) - U (¢, Y1(t, z)) would be strictly greater than the
valuation of Uz (¢, ), and the valuation of By(t,z) - Ui(t, Y2(t,x)) would be strictly greater than
the valuation of U (¢, x), thus ord:(Uy) > ord;(Uz) > ord:(U;), a contradiction. Therefore, one of
U1, Us is zero, and the system then implies that both are zero. O

By a slightly more careful analysis, the lemma could be refined further such as to show that
there is only one triple of power series (U,V,G) with U,V € Q[[z,t]] and G € Q[[t]] (free of z)
which satisfies (Kr(uf) with G(¢;0,0) replaced by G. In this version, the proof could be completed
without reference to the independent proof of Thm. 1.

Either way, we can in principle proceed from this point as in Section 2. Out of convenience, we

choose to regard G(t;0,0) as known. Again, we divide the remaining task in two steps:
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(1) Guess defining algebraic equations for U(t, z) and V (¢, z), by inspecting the initial terms
of G(t;z,0), resp. of G(¢;0,x).
(2) Prove that
(a) each of the guessed equations has a unique solution in Q[[z, t]], denoted Ucana (¢; z,0),
resp. Veana(t; 7,0);
(b) the power series Ucang and Veangq indeed satisfy the two equations in (chOdQ)

Once this has been accomplished, Lemma 7 implies that the candidate series are actually equal
to U and V, respectively, and so these series as well as G(¢;2,0) and G(¢;0,y) are in particular
algebraic. Then equation (K®) implies that G(t;z,y) is algebraic, too. This then completes the
proof of Thm. 3.

3.1. Guessing. In the beginning, we had no reason to suspect that G(¢; x,y) is algebraic, since
even the specialization G(¢;0,0) was generally thought to be transcendental.

Motivated by the case x = y = 0 (i.e., by Thm. 1, which was merely a conjecture by that
time), we wanted to find out whether G(¢; z,y) has chances to be D-finite with respect to ¢, and
searched for linear differential equations with polynomial coefficients potentially satisfied by its
sections G(t;x,0) and G(¢t;0,y). With such equations at hand, we could have, in principle, proven
the D-finiteness of G(t; x,y), by very much the same reasoning that we apply here for proving that
G(t;x,y) is algebraic.

We realized quickly that the differential equations for G(¢; x,0) and G(¢;0,y), if they exist, are
too big to be caught by the guessers implemented in packages like Maple’s gfun or Mathematica’s
GeneratingFunctions. In order to gain efficiency, we switched to Magma, which provides efficient
implementations of low-level algorithms, and we opted for applying a modular approach: we set x
and y to special values zg,y9 = 1,2,3, ..., and in addition, we kept numerical coefficients reduced
modulo several fixed primes p to avoid the emerging of large rational numbers. Modulo a prime p,
and starting from the first 1000 terms of the series G(t;x,0) and G(¢t;0,y), we used a very efficient
automated guessing scheme, relying on the Beckermann-Labahn (FFT-based) super-fast algorithm
for computing Hermite-Padé approximants [1]. Eventually, we made the following observations:

e For any choice of p and zg, there are several differential operators in Z,[t](D;), of order 14
and with coefficients of degree at most 43, which seem to annihilate G(t; zo, 0) in Zy|[[t]].
e For any choice of p and yo, there are several differential operators in Z,[t](D;), of order 15
and with coeflicients of degree at most 34, which seem to annihilate G(¢;0,yo) in Z,[[t]].

(Here, and hereafter, D, stands for the usual derivation operator %7 and for any ring R, we denote
by R[t]{D;) the Weyl algebra of differential operators with polynomial coefficients in ¢t over R.)

The next idea was to apply an interpolation mechanism in order to reconstruct, starting from
guesses for various choices of xy and yg, and modulo various primes p, two candidate operators:
one in Q[x,t](D;) that would annihilate G(¢;x,0) in Q[z][[t]], and the other one in Q[y,t](D;),
that would annihilate G(¢;0,y) in Q[y][[t]]. The ingredients needed to put such an interpolation
scheme into practice are rational function interpolation and rational number reconstruction. Both
are standard techniques in computer algebra, for details on fast algorithms we refer to [13].

To our surprise, when applied to the order 14 and 15 differential operators mentioned above,
we found this reconstruction scheme to require an unreasonably large number of evaluation points
o, Yo = 1,2,3, ..., suggesting an unreasonably high degree of the operators with respect to = or y,
respectively. We aborted the computation when the expected degree exceeded 1500 (!). At this
point, we had the impression that the section series G(¢; z,0) and G(¢;0,y) might not be D-finite.

Our next attempt was to find candidate operators of smaller total size by trading order against
degree. We went back to the series G(t; x0,0) modulo p, and tried to determine the least order
operator .C;f] )70 € Z,[t](D,) annihilating it. This was done by taking several candidate operators
in Z,[t](D;) of order 14 as above, and by computing their greatest common right divisor (gcrd)
in the rational Weyl algebra Z,(¢)(D;). (Despite the non-commutativity of Z,(t)(D;), this can be
done by a variant of the Euclidean algorithm [25, 9], see [15] for a more efficient gred algorithm.)
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We applied the same strategy to find the least order operator E(()IZO € Zp[t](D;) annihilating the
series G(t;0,yo) modulo p.

Doing so for several evaluation points xg,yo = 1,2, 3, ... and several choices of p, it was finally
possible, by using the interpolation scheme described above, to reconstruct from the various mod-
ular candidate operators Ei?,o and E(()Ijz):o’ two candidates L4 o € Q[z,t](D;) and Lo, € Qly, t|(Dy)
with reasonable degrees in x and y.

The operators £, and Ly, are posted on our website [4]. The operator L, o has order 11,
degree 96 with respect to ¢t and degree only 78 (!) in z. Its longest integer coefficients has only 61
decimal digits. The operator Lo, is even nicer. Its order is 11, its degree is 68 with respect to ¢
and just 28 (!) with respect to y. Its longest integer coefficient has 51 decimal digits.

The whole procedure for guessing £, and Ly, took less than 2 CPU hours on a modern
computer running Magma v 2.13 (12). To achieve this speed, we greatly benefited, on the one
side, from the fast Magma’s buit-in polynomial, integer and modular arithmetic, and on the
other side, from our own efficient implementations of several algorithms (e.g., for Hermite-Padé
approximation, for rational function interpolation and for greds).

For instance, to compute £, o we used 21 primes p of 28 bits each and 158 distinct integer
values of xy. Modulo each prime p, 150 CPU seconds were enough to compute: 158 bundles of
four differential operators in Z,[t](D;) with order 14 and with coefficients of degree at most 43
(by Hermite-Padé approximation), 158 operators in Zy[t](D;) of order 11 and with coefficients of
degree at most 96 (by right gred) and 12 x 97 = 1164 rational functions in Z,(z) with numerators
and denominators of degree at most 78 (by rational interpolation). At this point, the operator
contained 97 x 79 x 12 = 91956 terms of the form ¢; ; x t'a/ DF (i < 96,5 < 78,k < 11), where each
¢ijr € Q was known modulo the 21 primes. The constants c; ; were recovered by performing
91956 rational number reconstructions. The whole computation of £, o took 55 minutes. Guessing
Lo,y using the same method was even a little bit faster.

The exceptionally small sizes of £, o and L, (in comparison to the intermediate expressions)
speak very much in favor of their correctness. Also, the fact that the operators £, and Lo,
verify the following equalities in Q[[t]]:

L 0(G(t;2,0)) mod 1% =0 and Lo, (G(t;0,y)) mod ' = 0,

provides more empirical evidence that £, o and L, are indeed annihilating operators for G(t; x,0)
and G(t;0,y), respectively.

There are a number of additional tests which can be performed to experimentally sustain the
evidence that a guessed differential operator is correct (see our paper [5] for a collection of such
tests), and our operators L, o and Ly, successfully pass all these tests.

One of the tests consists of checking whether the operators £, o and Lo, possess an arithmetic
property which is expected from the minimal order operator annihilating a generating function
like G(t;2,0) and G(¢t;0,y), see [5]. This property, called global nilpotency [11], can be stated as
follows: for almost any prime number p, the order 11 operators L, o, resp. Lo, should right-
divide the pure power Dtll'p in Z,(x,t)(Dy), resp. in Z,(y,t)(D). We checked that this property
indeed holds for all primes p < 100. We actually found out that the operators £, ¢ and Lo, have a
stronger property: they even right-divide DY; in other terms, they have zero p-curvature for all the
tested primes p. This was the key observation which led us to suspect that G(t; x,y) is algebraic,
for according to a famous conjecture of Grothendieck [28], an operator has zero p-curvature if and
only if it admits a basis of algebraic solutions. The conjecture is still open (even for second order
operators), but it is generally believed to be true. In either case, something interesting is going on:
either G(t; z, y) is algebraic or we have found operators which very much look like counterexamples
to Grothendieck’s conjecture.

We next searched for potential polynomial equations satisfied by the power series U, V' € Q[[z, t]]
defined by G(t;z,0) = G(¢;0,0) + 2U (¢, z) and G(¢;0,2) = G(t;0,0) + 2V (¢,2). We did not find
any using only 1000 terms of those series, but we found some starting from 1200 terms. Using
again guessing techniques based on fast modular Hermite-Padé approximation, combined with
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an interpolation scheme, we discovered two polynomials P;(T,t,x) € Q[T,t,z] and Py(T\,t,y) €
QI[T, t,y] which satisfy

P (U(t,z),t,z) = 0mod t'*®° and P»(V(t,y),t,y) = 0 mod 2%,

These polynomials are posted on our website [4]. The polynomial P; has degrees 24, 44, and 32
with respect to T, ¢, and x, respectively, and involves integers with no more than 21 decimal
digits. The polynomial P, has degrees 24, 46, and 56 with respect to T', ¢, and y, respectively, and
involves integers with no more than 27 decimal digits. Spelled out explicitly in this article, they
would both together fill about thirty pages; they are however much smaller than the differential
operators £, o and Lo, for which five hundred pages would not be enough! Just like £, o and
Ly, the polynomials P, and P, pass a number of heuristic tests which let them appear plausible.

We are now going to prove that the guessed polynomials P, and P, are indeed valid.

3.2. Proving. Let P, € Q[T,t,z] and P, € Q[T,t,y] be the two polynomials posted on the
website to this article [4]. We show (i) that these polynomials admit unique power series solutions
Ucand(t, ) and Veana (2, z), respectively, and (ii) that these power series satisfy the reduced kernel
equations (K&2).

red

3.2.1. Ezistence and Uniqueness. As in the case of Kreweras’s walks, the implicit function theorem
does not apply to these polynomials, but unlike in the Kreweras case, an existence proof using a
suitable rational parameterization is not possible either, because the polynomials at hand define
curves of positive genus, and therefore a rational parameterization does not exist.

In order to obtain a proof in this situation, we proceeded along the following lines:

e First we used Theorem 3.6 of McDonald [22] to obtain the existence of a series solution

E ' P .9
Cpgt' T

p,q€Q

with ¢, 4, = 0 for all (p,¢) outside a certain halfplane H C Q2.

e Next, we computed a system of bivariate recurrence equations with polynomial coefficients
that the coefficients c, , must necessarily satisfy. This can be done in principle by soft-
ware packages such as Chyzak’s mgfun [10] or Koutschan’s HolonomicFunctions.m [18].
However, for reasons of efficiency we used our own implementation of the respective algo-
rithms.

e The form of the recurrences together with the shape of the halfplane H imply that the
coefficients ¢, , of any solution can be nonzero only in a finite union of cones v + Nu + Nw
with vertices v € Q? and basis vectors u,w € Q? that can be computed explicitly. If
p,g 7 0 for some index (p, ¢) in such a cone, then also the coefficient at the cone’s vertex
must be nonzero.

e Applying McDonald’s generalization of Puiseux’s algorithm, we determined the first co-
efficients of series solutions to an accuracy that all further coefficients belong to some
translate of H which contains no vertices.

e As one of these partial solutions contained no terms with fractional powers, it was possible
to conclude that the entire series contains no terms with fractional exponents. Reference to
u and w implied that this partial solution could also not contain any terms with negative
integral exponents, so the only remaining possibility was that the solution is in fact a
power series.

A full description of the argument requires a somewhat lengthy discussion of a number of
technical details, which we prefer to avoid here. A supplement to this article is provided on our
website [4] in which we carry out existence proofs in full detail that both P; and P, admit some
power series solutions Ucang and Veang, respectively.
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3.2.2. Compatibility with the reduced kernel equation. It remains to show that these solutions Ugang
and Vianq satisfy the system (ngf) Because of X (¢,Y (t,x)) = x, the substitution x — Y (¢, )
transforms the second equation of that system to the first. Therefore, it suffices to prove the
second equation:

(2) (14 2)aVeana(t; 2,0) = X (¢, x)x/t — (1 + 2)G(;0,0) — X (¢, ) Ucana(t; X (¢, ), 0).

Letting G1(t,z) = G(t;0,0) + 2Ucana (¢; 2,0) and Ga(t,z) = G(¢;0,0) + 2Veana (t; 2, 0), the last
equation is equivalent to

(3) (14 2)Ga(t,x) — G(¢;0,0) = X (¢, z)/t — G1(t, X (¢, x)).
By Corollary 2 and Lemma 6, the power series
(14 2)Ga(t,z) — G(t;0,0) and aX(t,x)/t — G1(t, X (t,x))

are algebraic and we can compute their minimal polynomials—at least in theory. Now the poly-
nomials P; and P, are so big that the required resultant computations cannot be carried out by
Maple or Mathematica.

There are efficient special purpose algorithms available for the particular kind of resultants
at hand [3] and our Magma implementation of these algorithms is able to perform the necessary
computations. It turns out that the minimal polynomials for both power series are identical. It
is provided electronically on the website to this article. After determining a suitable number of
initial terms of both series and observing that they match, it can be concluded that Equations (3)
and (2) hold. This completes the proof of Theorem 3.

3.3. Consequences. The fact that G(¢;x,y) is algebraic has consequences which are of combi-
natorial interest. We list some.

Corollary 8. The following series are algebraic:

e G(t;1,1) - the generating function of Gessel walks with arbitrary endpoint.
e G(t;1,0) and G(t;0,1) — the generating functions of Gessel walks ending somewhere on
the x-axis or the y-axis, respectively.

Using the built-in equation solver of Mathematica, we found that all these series, as well as the
series G(t;0,0), can be expressed in terms of nested radicals, for example

16t(2t +3) + 2

(1 —41)2U(t) —U®F+3

G(t;l,l):% -3+V3 U(t)+\/

where U(t) = \/1 +43/t(4t +1)2/(4t — 1)4.

The radical representations of the other series are much more involved than this one. They are
available electronically at the website to this article [4]. Also their minimal polynomials can be
found there.

Corollary 9. For every point (i,7), the series G; ;(t) :== > " g(n;i,j)t" is algebraic.
Proof. We have

1 sd &
Giglt) = 7= (5 2= Gltiw,y))
ZJ( ) ’L'j' dx? dy] ( v y) r=y=0
and the property of being algebraic is preserved under differentiation and evaluation. O

The previous corollary implies in particular that the conjecture of Petkovsek and Wilf [26] that
9(n;0, 7) (for fixed j) and g(n;1,0) are P-finite is right, and that their conjecture that g(n;2,0) is
not P-finite is wrong.
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For the degrees of the minimal polynomials p; ;(T',t) of G; ;(t), we observed empirically that

{ 4 ifi=2j+1

degr pij = 8 otherwise

12j—5i+14 ifi<j
5i4+2j+14 ifj<i<?2j+1
6 +9 ifi=2j+1
Ti—2j+12  ifi>2j+1

and deg, p; ; =

but we are not able to prove these degree formulas in general.

Note that our proof of Theorem 3 does not provide us with the minimal polynomial of G(¢; z, y).
This polynomial will, in fact, be much larger than the minimal polynomials of the series G; ;(t)
or the series obtained form G(¢;x,y) by setting x, y or t to special values. From the sizes of
the minimal polynomials of G(¢;z,0) and G(t;0,y), which we know explicitly, it can be deduced
that the minimal polynomial p(T, ¢, z,y) of G(t;x,y) will have degrees 72, 141, 263, and 287 with
respect to T, ¢, x, and y, respectively, and thus consist of more than 750 Mio terms.

Corollary 10. G(t;x,y) is D-finite with respect to any of the variables x,y and t.

As every algebraic power series is D-finite, this is an immediate consequence of Theorem 3, even
if we regard G(t; x,y) as a multivariate power series in ¢, x, and y rather than as a power series in
t only with z and y belonging to the coefficient domain.

D-finiteness in ¢ only amounts to the existence of a linear differential equation in d/dt with
coefficients in Q(z,y)[t]. This can be proven independently in as similar way as Theorem 3. It
suffices to discover differential operators which potentially annihilate U (¢, z) and V(t,y), respec-
tively, define Ucana(t, ) and Veana(¢,y) as the unique power series annihilated by these operators
and matching the first terms of U (¢, ) and V (¢, y), respectively, and prove that these series satisfy
the equations in (K ).

The option of proving D-finiteness (with respect to ¢) directly is important when other step
sets instead of Gessel’s {«, —, /', '} are considered, for which the generating function G(¢; z,y)
is D-finite in ¢ but not algebraic. As shown by Mishna [23], such step sets do exist.

Explicit knowledge of differential operators annihilating G(t; x,0) and G(¢;0,y) also allows to
deduce bounds on the size of the differential operator annihilating G(¢; x,y). According to a priori
estimations, this operators will have order up to 22 and polynomial coefficients with degrees up
to 1968, 936, and 336 with respect to ¢, z, and y, respectively, and thus consist of about 1.4 - 10'°
terms.

Corollary 11. For fized i and j, the number g(n;i,j) can be computed with O(n) arithmetic
operations.
For fized x and y, the coefficient (t")G(t;x,y) can be computed with O(n) arithmetic operations.

Proof. By Cor. 10, the coefficient sequence g(n;i,j) is P-finite with respect to n. Therefore, it
satisfies a uniform recurrence with respect to n. This recurrence, together with appropriate initial
values, allows the computation of g(n;ig,jo) in linear time.

The argument for the second assertion is similar. O
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