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1 Introduction

There is a strange phenomenon about the generating fuattiahcount lattice walks restricted to the quarter
plane: depending on the choice of the@et {,—,~, 1, ./, —, \,, | } of admissible steps, the generating
function is sometimes rational, sometimes algebraic [batational], sometimes D-finite [but not algebraic],
and sometimes not even D-finite. This is quite in contrash®dorresponding problem in 1D, where the
generating functions invariably are algebraic [3]. Mucbgress was made recently on understanding why
this is so, and only very recently, Bousquet-Mélou and M&[9] have announced a classification of all the
256 possible step sets into algebraic, transcendentalite;fand non-D-finite cases, together with proofs for
the algebraic and D-finite cases and strong evidence supgthe conjectured non-D-finiteness of the others.

As usual, a power serig®(t) € Q[[t]] is calledalgebraicif there exists a bivariate polynomi (7, ¢) in
QIT, t] such thatP(S(t),t) = 0, and transcendental otherwise. Also as usual, a powessg(ig is called
D-finite if it satisfies a linear differential equation witlelgnomial coefficients. (Every algebraic power series
is D-finite, but not vice versa.) At first glance, it might seeasy to prove that a power series is algebraic
or D-finite: just come up with an appropriate equation, arehtherify that the series satisfies this equation.
But as far as lattice walks are concerned, most proofs giodarsare indirect in that they avoid exhibiting the
equation explicitly but merely are satisfied showing itsseece. This is probably so because the equations
appearing in this context are often too big to be dealt witthégd.

Nevertheless, it is interesting to know the equations ekpli because they provide a standard canonical
representation for a series, from which lots of further infation can be extracted in a straightforward manner.
By applying a well-known technique from computer algebrartiodern fashion, cf. Section 2), we have
systematically searched for differential equations agélalaic equations that the series counting the walks in
the quarter plane satisfy. These are given in Section 3. Wedlao made a first step towards classifying walks
in Z3 confined to the first octant (cf. Section 4) by consideringstp setsS with up to five elements, and
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performed a systematic search for equations of the corneipg series. More than 2000 hours of computation
time have been spent in order to analyze about 3500 diffsezntences.

We do not provide proofs that the equations we found are ohdegrect, but the computational evidence in
favor of our equations is striking. We have no doubt thattedl ¢quations we found are correct. In principle,
it would be possible to supplement the “automatically gad$equations by computer proofs in a systematic
fashion, using techniques that have recently been apglisdrhe special cases [25, 24, 6]. But we found that
the computational cost for performing these automatedfprould be by far higher than what was needed
for the mere discovery.

2 Methodology

To study generating functions for lattice walks, we followlassical scheme in experimental mathematics.
It is based on the following steps: (S1) computation of higtheo expansions of generating power series;
(S2) guessing differential and/or algebraic equationsfead by those power series; (S3) empirical certifi-
cation of the guessed equations (sieving by inspectionef #nalytic, algebraic and arithmetic properties);
(S4) rigorous proof, based on (exact) polynomial compoitesti
In what follows, we only explain Steps (S1), (S2) and (S3).uldescription of Step (S4) is given in [6].

By way of illustration, we choose an example requiring cotafians with human-sized outputs, namely the
classical case, initially considered by Kreweras [27, 7 08)wvalks in the quarter plane restricted to the step

set& = {—, 7, |}.

2.1 Basic Definitions and Facts

We focus on 2D and 3D lattice walks. The 2D walks that we carsigle confined to the quarter plaké,
they join the origin ofN? to an arbitrary pointi, j) € N2, and are restricted to a fixed sub&eof the step set
{5, o1,/ —, N\, L} If f(n;i,5) denotes the number of such walks of lengtfi.e., usingn steps
chosen from&), the sequencé(n; i, j) satisfies the multivariate recurrence with constant caeffts

fn+1;4,9) = Z fnyi—h,j—k) for n,i,57>0. (1)

(h,k)ES
Together with the appropriate boundary conditions
f(0;0,0)=1 and f(n;i,7)=0 ifi<0orj<O0orn<0,

the recurrence relation (1) uniquely determines the sexpim; i, j). As is customary in combinatorics, we

“ F(tz,y) = Z(an ny)

n>0 4,5>0

be the trivariate generating power series of the sequgtwegi, j). As f(n;i,7) = 0 as soon ag > n or
j > n, the inner sum is actually finite, and so we may reg8(d; =, y) as a formal power series inwith
polynomial coefficients ifQ[x, y].

SpecializingF (t; x, y) to selected values aof andy leads to various combinatorial interpretations. Set-
ting x = y = 1 yields the power serieg(¢; 1,1) whose coefficients count the total number of walks with
prescribed number of steps (and arbitrary endpoint); tlécelr = y = 0 gives the serie$’(¢; 0, 0) whose
coefficients count the number of walks returning to the origettingz = 1, y = 0 yields the power series
whose coefficients count the number of walks ending someatrethe horizontal axis, etc.

By [10, Th. 7], multivariate sequences that satisfy requres with constant coefficients have moderate
growth, and thus their generating series are analytic abtigin. The next theorem refines this result in our
context.
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Theorem 1 The following inequality holds
f(nsi j) <|8|" forall (i,j,n) €N, (2)

In particular, the power serie&'(t; 0,0), F'(¢;1,0), F'(t;0,1) and F'(¢; 1, 1) are convergent itC[[¢]] att = 0
and their radius of convergence is at leag{&|.

Proof: The total number of unrestrictedstep walks starting from the origin j&|", so the number of walks
restricted to a certain region is bounded by this quantitjs Tmplies that the coefficient af in F'(¢;1,1) is
at most|&|™. The bound also applies to the coefficientdfin F(¢; a, 8) for o, 8 € {0, 1}, as these series
count walks which are subject to further restrictions. ]

2.1.1 D-finite generating series of walks are G-functions

A power seriesS(t) = >, ., ant™ in Q[[t]] is called aG-functiorl! if (a) it is D-finite; (b) its radius of
convergence irC|[[¢]] is positive; (c) there exists a constaiit> 0 such that for alln € N, the common
denominator ofi, . . ., a,, is bounded by”™.

Examples of5-functions are the power series expansions at the oridiop¢f —¢) and(1 —¢)* for a € Q.
More generally, the Gauss hypergeometric serf@sa, 3, v; t) with rational parameters, 3, v, is also aG-
series [17]. A celebrated theorem of Eisenstein assuréstiyaalgebraic power series must bé&'dunction
(if S is algebraic, there exists an integére N such thata,,C™*! is an integer for all.) The fact that
G-functions arise frequently in combinatorics was receptinted out by Garoufalidis [20].

G-functions enjoy many remarkable properties. Chudnovs&yproved that the minimal order differential
equation satisfied by &'-series must bglobally nilpotent(see Section 2.4.4 below for the definition and
an algorithmic use of this notion). By a theorem of Katz anchén [22, 21], the global nilpotence of a
differential operator implies that all of its singular ptarareregular singularpoints withrational exponents
See also [1, 13, 17] for more details on this topic.

Theorem 2 LetS(¢) be one of the power seridg(t; 0,0), F'(t; 1,0), F'(¢;0,1) and F'(¢; 1, 1). If S is D-finite,
thenS is a G-series. In particular, its minimal order homogeneous éindifferential equation is Fuchsian
and it has only rational exponents. Moreover, the coefficsequence af (¢) is asymptotically equivalent to
a sum of terms of the forap™n® (logn)? for some constants € R, a € Q, p € Q, andj3 € N,

Proof: The conditions (a) and (c) in the definition of:afunction are clearly satisfied. The only non-trivial
point is the fact that the serigshas a positive radius of convergencein This follows from Theorem 1.
The Fuchsianity of the minimal equation 8¢ and the rationality of its exponents, follow by combiniihg t
results by Katz, Honda and Chudnovsky cited above. The alaitihe asymptotics of the coefficients$ft)

is a consequence of [20, Prop. 2.5]. a

For 3D walks, the definitions are analogous. The trivariateqr series’(¢; x, y) is simply replaced by
the generating serigs(t; =, y, z) € Qx, vy, z|[[t]] of the sequenceg(n; i, j, k) that counts walks itN® starting
at (0,0,0) and ending ati, j, k) € N3. Note that the appropriate versions of Theorems 1 and 2 liold;
particular, the generating series of octant walKs; 1, 1, 1) is aG-series whenever it is D-finite.

2.2 Computing large series expansions

The recurrence (1) can be used to determine the valiéofi, j) for specific integers, i, j € N. Theorem 1
implies thatf (n; 4, j) is @ non-negative integer whose bit size is at nid&t). If N € N, the valuesf(n; 1, j)

() The usual definition is more general, the coefficientssafan be taken in an arbitrary algebraic number field. For ogpgmes it is
sufficient and convenient to restrict to rational coeffitsen
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for 0 < n,i,7 < N can thus be computed altogether by a straightforward dtgorihat use€)(N?) arith-
metic operations an@(N*) bit operations. (We assume that two integers of bit-8izean be multiplied in
O(N) bit operations; here, the soft-O notatiém ) hides logarithmic factors.) The memory storage require-
ment is proportional taV2. The same is also true for the truncated power sdfigs= F(t;z,y) mod t%.

For our experiments in 2D, we have chos€n= 1000. With this choice, the computation of thfén; i, j) is

the step which consumes by far the most computation timericalgulations®)

Example1 The Kreweras walks satisfy the recurrence
fn+14,5) = f(n,i+1,5) + f(n,i,j + 1) + f(n,i—1,j = 1) for n,i,j>0,
which allows the computation of the first terms of the seFiés z, y)

F(t;z,y) =1+ zyt + (%% +y + 2)t* + (239> + 20y® + 22°%y + 2)t3
+ (zty* + 3223 + 3239 + 22 + 6y + 22°)t!
+ (m5y5 + a3yt + dxty® + bayd + 120%y2 + 52y + Sy + 8x)td + - -

and also the first terms of the generating set#&s; 1, 1) for the total number of Kreweras walks

F(t;1,1) = 1+t +3t2 + 7t3 + 17t + 4765 + 125t + 333t7 + 93915 + 25977+
7183t10 + 20505t + 5785912 + 16320113 + 469795¢14 + - -

In the 3D case, the valuegn;i, j, k) for 0 < n,i,j,k < N can be computed iW(N*) arithmetic
operationsQ(N?) bit operations and(N*) memory space. In practice, we found that compuéhgiod ¢V
with N = 400 is feasible.

2.3 Guessing

Once the first terms of a power series are determined, oubappiis to search systematically for candidates
of linear differential equations or of algebraic equatiarsch the series may possibly satisfy. This technique
is classical in computer algebra and mathematical physas,for example [11, 31, 28]. Differential and
algebraic guessing procedures are available in some cemgdgebra systems like Maple and Mathematica.

2.3.1 Differential guessing

If the first N terms of a power serieS € Q[[t]] are available, one can search for a differential equation
satisfied byS at precisionV, that is, for an element in the Weyl algebra&|t](D;) of differential operators
in the derivationD, = % with polynomial coefficients irt, such that

L(S) = ¢, (t)ST(t) + -+ c1(£)S'(t) + co(t)S(t) = 0 mod V. (3)

Here, the coefficientsy(t),...,c-(t) € Q[t] are not simultaneously zero, and their degrees are bounded
by a prescribed integel > 0. By a simple linear algebra argumentgdifandr are chosen such th&t +
1)(r + 1) > N, then such a differential equation always exists. On theralue, ifd, » and N are such that
(d+ 1)(r + 1) < N, the equation (3) translates into a highly over-determiireghr system, so it has no
reason to possess a hon-trivial solution.

The idea is that if the given power seri$t) happens to be D-finite, then for a sufficiently larlye a
differential equation of type (3) (thus satisfied a prioriyoat precisionV') will provide a differential equation

() We have carried out our computations on various differenthim®s whose main memory ranges from 8 Gb to 32 Gb and which are
equipped with (multiple) processors all running at abouH2G
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which is really satisfied by (¢) in Q[[¢]] (i.e., at precision infinity). In other words, the D-finitesseof a power
series can be (conjecturally) recognized using a finite arnolinformation.

Given the valued, r, N, and the firstV terms of the serie§, a candidate differential equation of type (3)
for S can be computed by Gaussian eliminatiordV?3) arithmetic operations an@(N‘*) bit operations.
Actually, a modular approach is preferred to a direct Gaumsslimination ovef). Precisely, the linear algebra
step is performed modulo several primgsand the results (differential operators modp)are recombined
over@Q via rational reconstruction based on an effective versidh@Chinese remainder theorem. (See [23]
for an implementation of this technique in Mathematica.)

If no differential equation is found, this definitely ruleatahe possibility that a differential equation of
orderr and degree! exists. This does not, however, imply that the series at timmdt D-finite. It may
still be that the series satisfies a differential equatioorder higher tham or an equation with polynomial
coefficients of degree exceeditig

Asymptotically more efficient guessing algorithms existséd on fast Hermite-Padé approximation [4] of
the vector of (truncated) power serig& S’, ..., S()]; they have arithmetic complexity quadratic or even
softly-linear inN. Such sophisticated algorithms were not needed to obtairesults of this paper, but they
have provided crucial help in the treatment of examples ititat sizes (e.g. guessing with higher values of
d,r, N and/or over a parametric base field liRgx) instead ofQ) needed for the proofin [6].

Example 2 (continued) N = 100 terms of the generating serie5(t; 1, 1) of the total number of Krew-
eras walks are sufficient to conjecture th&(t; 1,1) is D-finite, since it verifies the differential equation
L11(F(t;1,1)) = 0 mod tV, where
L1 = 4t2(t + 1)(3t — 4)(3t — 1)3(9t*> 4+ 3t + 1) D}

+ 2t(3t — 1)%(2916t° — 1296t* — 3564t> — 477t* — 93t + 52) D}

+ 3(3t — 1)(29808t° — 26244t° — 28440t* + 2754t> + 431% + 448t — 40)D? (4)

+ 6(68040t° — 88452t° — 37206t* + 16758t + 954¢> + 253t — 126) D,

4 18(6480t> — 8856t* — 3078t> 4 714¢% 4 211t + 2).
Thus, with high probabilityF'(¢; 1, 1) verifies the differential equatiofi; ; (F'(t;1,1)) = 0.

Sometimes (see Section 2.4.4) one needs to guess the mimideal differential equatiotf i, (S) = 0
satisfied by the given generating power series. Most of the,tthe choicdd, r) of the target degree and
order does not lead to this minimal operator. Worse, it mandvappen that the number of initial terivs
is not large enough to allow the recovery£f,;,, while theseN terms suffice to guess non-minimal order
operators. (The explanation of why such a situation occysgematically was given in [5], for the case of
differential equations satisfied by algebraic functions.jood heuristic is to compute several non-minimal
operators and to take their greatest common right divisemegcally, the result is exactlf,,;,,.

As afinal general remark, let us point out that a power sediésfies a linear differential equation if and only
if its coefficients satisfy a linear recurrence equatiorhvpiblynomial coefficients. A recurrence equation can
be computed either from a differential equation, or it cagbessed from scratch by proceeding analogously
as described above for differential equations.

Example 3 (continued) N = 100 terms of the serie§(t) = F(¢;1, 1) suffice to guess that its coefficients
satisfy the order-6 recurrence

2(n +6)(n +7)(2n + 13)(Tn + 34)un 6 — (n + 6)(140n> 4 24020 + 13687n 4 25843)un 45

+ 3(28n* 4 626n° + 512302 + 182811 4 24070)u,, 14

—18(n + 4)(28n3 + 311n? + 897n + 304)u, 43 + 108(n + 3) (351> + 443n? + 1787n + 2309)t,, 42
— 324(n + 2)(7Tn® + 9002 + 382n + 545) U, 1 — 972(n 4+ 1)(n + 2)(n + 4)(Tn + 41)u,, = 0.
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2.3.2 Algebraic guessing

If the first N terms of a power serie$ € Q[[t]] are available, one can also search for an algebraic equation
satisfied byS at precisionV, that is, for a bivariate polynomid (7', t) in Q[T t] such that

P(S(t),t) = c . (t)S()" + -+ c1(t)S(t) + co(t) = 0 mod V. (5)

A similar discussion shows that candidate algebraic egnatf type (5) forS can be “guessed” by performing
either Gaussian elimination or Hermite-Padé approxiomatin the vectofl, S, ..., S”], followed by a gcd
computation inQ[T', t] applied to two (or more) different guesses.

Example 4 (continued) N = 100 terms of the serieS(t) = F(t; 1, 1) counting the total number of Kreweras
walks suffice to guess that(¢; 1, 1) is very probably algebraic, namely solution of the bivagigblynomial

Py (T, t) = t5(3t — 1)T% 4+ 6t*(3t — 1)3T° + ¢3(3t — 1)(135¢% — 78t + 14)T*
+ 412 (3t — 1)(45t% — 18t + 4)T3 + t(3t — 1)(135t* — 26t + 9)T* (6)
+2(3t — 1)(27t* — 2t + 1)T + 43> + ¢ + 2.

2.4 Empirical certification of guesses

Once discovered a differential equation (3) or an algebeajigation (5) that the power serié%t) seems

to satisfy, we inspect several properties of these equationorder to provide more convincing evidence

that they are correct. These properties have various rsatsogne are computational features (moderate bit
sizes), others are algebraic, analytic and even arithmpetigerties. We check them systematically on all the
candidates; if they are verified, as in the Kreweras exanbis,offers striking evidence that the guessed

equations are not artefacts.

2.4.1 Size sieve: Reasonable bit size

The differential equation (3) has typically much lower bitesthan a differential equation produced by the
same guessing procedure applied to the same order, degtgeemision, but to an arbitrary series having
coefficients of bit-size comparable to that$xft). A similar observation holds for the algebraic equation (5)

Example5 (continued) If we perturb the coefficients ¢f(¢) = F'(¢;1,1) by just adding a random integer
between-100 and 100 to each of its coefficients, then the differential guessinggdures at order = 4,
degreed = 9 and precisionN = 100 will either give no result (the over-determined system apph) or
produce fake candidates (the Hermite-Baapproach) with polynomial coefficients inwhose coefficients
in Q have numerators and denominators of about 500 decimalsdégith, instead of 4 digits faf; ;.

2.4.2 Algebraic sieve: High order series matching

The equations (3) and (5) were obtained starting fidntoefficients of the power serie(t). They are
therefore satisfied a priori only modutd. We compute more terms 6f(¢), say2N, and check whether the
same equations still hold moduf$ . If this is the case, chances increase that the guessedagualso hold
at infinite precision.

2.4.3 Analytic sieve: Singularity analysis

By Theorem 2, the minimal order operators for power seriesdi(t) = F'(¢;0,0) andS(t) = F(¢;1,1) must
have only regular singularities (including the point atnitff) and their exponents must be rational numbers.

Example 6 (continued) The differential operatoi’; ; is Fuchsian. Indeed, a (fully automated) local sin-
gularity analysis shows that the set of its singular poifits, 0,00, %, 4, —1(1 +iV/3)} is formed solely
of regular singularities. Moreover, the indicial polynceis of £, 1 are, respectivelyt(t — 1)(t — 2)(2t —
D, et =Dt +1)(E+1),E =5 —1)E—2)¢—4),t+1)t(4t — )4t +1),t(t — 1)(t —2)(t — 4),and
t(t — 2)(2t — 3)(t — 1). Their roots are the rational exponents of the singulasitie
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2.4.4 Arithmetic sieve: GG-series and global nilpotence

Last, but not least, we check an arithmetic property of tresgad differential equations by exploiting the fact
that those expected to arise in our combinatorial contexvary special.

Indeed, by a theorem due to the Chudnovsky brothers [14]minémal order differential operatof €
Q[t]{Dy) killing a G-series enjoys a remarkable arithmetic properyis globally nilpotent By definition,
this means that for almost every prime numpéi.e., for all with finitely many exceptions), there exists a
integery, > 1 such that the remainder of the Euclidean (right) divisiongf* by £ is congruent to zero
modulop [21, 16].

From a computational view-point, a fine feature is that tleatence modulg is checkable. If- denotes
the order ofZ, let M, be thep-curvature matrix ofC, defined as the x r matrix with entries inQ(t) whose
(i,7) entry is the coefficient ab? " in the remainder of the Euclidean (right) divisionf ™'~ " by £. Then,

L is nilpotent modulg if and only if the matrix)/, is nilpotent modulg [16, 32].

In combination with Theorem 2, this yields a fast algorithrfilter: as soon as we guess a candidate
differential equation satisfied by a generating series iwiicsuspected to be@-series (e.g. by (¢;1,1)),
we check whether itg-curvature is nilpotent, say modulo the first 50 primes foichthe reduced operator
L mod p is well-defined. If thep-curvature matrix of is nilpotent modulg for all those prime9, then the
guessed equation is, with very high probability, the cdroze.

We push even further this arithmetic sieving. A famous comjee, attributed to Grothendieck, asserts that
the differential equatiorL(S) = 0 possesses a basisafebraic solutiongoverQ(z)) if and only if its p-
curvature matrix\/, is zero modulg for almost all primeg. Even if the conjecture is, for the moment, fully
proved only for order one operators and partially in the ptases [13], we freely use it as an oracle to detect
whether a guessed differential equation has a basis ofraigedolutions. For instance, the computation of the
p-curvature of an order 11 differential operator with polymal coefficients of degree 96 in was one of the
key points in our discovery [6] that the trivariate genergtiunction for Gessel walks is algebraic.

Example 7 (continued) The5-curvature matrix}s(¢) of the differential operato, ; in (4) has the form

a5 Ms (), whered(t) = (3t — 1)7t5(¢ + 1)°(9¢> + 3t + 1)°(3t — 4) and Ms(t) is a4 x 4 matrix with

polynomial entries ifQ[t] of degree at most7. The characteristic polynomial,s, of M5 reads

3-5 3.5 3°.52.7 39.5%.72
T + -5 Na(t)t° (3t — 1)1O73 + 510 No(t) (3t — 1)° T2 + — Ny ()T + — No(t),

where Ny, N1, No, N3 are irreducible polynomials ir[t], of degree, respectivell, 26, 26,21 and with
coefficients having at most 20 decimal digits.

The polynomialy s, obviously equalg™ modulop = 5, so the5-curvature of£; ; is nilpotent (but
not zerd") modulo5. In fact, for all the primest < p < 100, the p-curvature matrix ofC; ; is also
nilpotent modula; it is even zero modulp. Under the assumption that Grothendieck’s conjectureusg,tr
this indicates that’, ; admits a basis of algebraic solutions, and so provides iedédent evidence that also
S(t) = F(t;1,1) is algebraic.

3 Empirical Results in 2D

In this section, we consider the total number of walks ongy, ithe generating functiofi(¢; 1, 1). Because

of symmetries, the 256 possible step sets give rise to 98rdift sequences only. By inspection of the first
N = 1000 terms, we found that 36 of them appear to be D-finite: 19 arelaltic and 17 are transcendental.
The D-finite step sets, together with the sizes of the equatwe discovered, are listed in Table 1 in the

appendix. (There, and below, step sets are representedrpaod pictograms, e.g&f for& ={, 7 1|})

(i) Modulo 5, the curvature matrid/s (t) has7’ as minimal polynomial.
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3.1 Combinatorial Observations

Our classification matches the results of Bousquet-MétaliMishna [9]: for every sequence they prove D-
finite our software found a recurrence and a differentiab¢ign, and whenever a series is algebraic indeed, our
programs recognized it. Moreover, we found no recurrencéfarential equation for any step set conjectured
non-D-finite by Bousquet-Mélou and Mishna. This strengththe evidence in favor of the conjectured non-
D-finiteness of these cases.

3.2 Algebraic Observations

All but two of the minimal polynomials of the algebraic serighare the property that they define a curve of
genus 0. As a consequence, there exists a rational paraatieiniin all these cases. For example, for the
Kreweras step set, : , the minimal polynomiaP; ; given in (6) defines a curve parameterized by

(u? 4 24u + 151)a(u) 2
(w s 9)(u? 1 oau 12y 29 MW = o

wherea(u) = (uS+66u°+1827u*+27180u+229431u?+1042866u-+1995717) / (u+11) (u?+22u+125)?,
i.e., for these rational functions we have

T(u) =

Pl,l(T(u),t(u)) =0.

The two algebraic series that do not admit a rational pandamaéibn belong to the step set{é (reverse
Kreweras) and; .- (Gessel's). Their genus is 1.

Another feature of the series which we found to be algebsatiat they all admit closed forms in terms of
(nested) radical expressions. For example, for the Krema&tep set, we find thdt(¢; 1,1) is equal to

1 (i —V/3) (216t3 + 1) (t — 3t2)> — 2it(36t2 — 15t + V)a(t) + (i + V/3) a(t)?
A 6i% (3t — 1)%a(l)

wherei = /—1 anda(t) = {/24\/3t9(3t —1)9 (982 4+ 3t + 1)® — 13(3t — 1)3 (583216 + 540¢3 — 1). Such
representations can be found by appealing to the builtdiratgn solvers of Maple and Mathematica applied
to the equatior; ; = 0. Both features are remarkable because, among all alggivaier series, only a few
are rationally parameterizable or expressible in termadicals.

Also the transcendental D-finite series appear to have spewad properties. Being D-finite, these series
are annihilated by some linear differential operator

L =co(t) +er(t)Dy + -+ + e (t) D} € Q[E)(Dy).

According to the DFactor command from Maple’s DEtools pagkall the operators can be factorized into a
product of one irreducible operator of order 2 and severatatprs of order 1. As all the operators are globally
nilpotent, so are all their factors [16, 17].

We can therefore expect that every solution of these factmrde written as a sum of terms of the form

R oy (“ﬂ 20). ™)

whereR and Z are rational functions if)(¢) anda, 3, v, 6 are rational numbers. Indeed, Dwork [16, Item
7.4] has conjectured that any globally nilpotent seconceodifferential equation has either algebraic solu-
tions or is gauge equivalent to a weak pullback of a Gaussrggpenetric differential equation with rational
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parameters. This conjecture was disproved by Krammer [@8]racently by Dettweiler and Reiter [15];
the counter-examples given in these papers require inddb@s in algebraic geometry (arithmetic triangle
groups, systems associated to periods of Shimura curvgs, ..

We are therefore in a win-win situation: either the secorttbooperators appearing as factors of our oper-
ators admit only solutions which are indeed sums of termbhefarm (7), or there is a simple combinatorial
counter-example to Dwork’s conjecture. Let us illustréiis bn one of the most simple examples, the step set
:: . We find here the differential operator

4(32t% — 12t — 1) + 4(8t — 1)(20t? — 3t — 1) Dy + t(4t — 1)(112¢* — 5)D? + t*(4t — 1)?(4t + 1) D}
which Maple factors into
(2(192t% — 56t° — 6t + 1) + 4(24t> — 1)(4t — 1)tDy + (4 — 1)*(4t + 1)t* D7) (1/t + D).

With the help of Maple’s built-in differential equation sefr (the dsolve command), it can be found that the
differential operator gives rise to the representation

F(t;1,1) = —i + (1 + %)QF1 (1/211/2’ 16t2).
(Incidentally, this solution can also be expressed in tevfrdliptic functions.) We believe that all the tran-
scendental D-finite generating functions for any step setitaal representation as (a nested integral of) such
an expression. The solvers of Maple and Mathematica, hawaxe able to discover such a representation
only in the simplest cases. (Note that at present, no complgbrithm is known that is capable of finding
general pullback representations.)

3.3 Analytic Observations

By Theorem 2, all the coefficient sequences grow kke p” log(n)” for some constants, p, o, 3 (we only
care about the dominant part of their asymptotic expangidinem the differential equation or the recurrence
equation, we can determine «, and exactly as roots of characteristic polynomials and indlietauations,
respectively. (See [33, 19] on how this is done.) We find that 0 in all cases. Knowing the recurrence,
we can also compute easily tens of thousands of sequence. t&vith the help of convergence acceleration
techniques [12] applied to so many terms, it is possible terd@ne the remaining constamto an accuracy
of thirty digits or more. With that many digits, it makes serts search systematically for potential exact
expressions of these constants using Plouffe’s inver@rd8d/or algorithms like LLL and PSLQ [2]. We
actually found “closed form” expressions for all these ¢ants. They are included in Table 1 in the appendix.

By Theorem 1, the numbeysare bounded by the cardinality of the step &etlt turns out thapp = |&|
unless the vector sum of the elements of the step set poitg&leuhe first quadrant. In these casess an
algebraic number of degree 2 (e.g.= 1 + 21/2 for the step sets"” ). Fora, we found only non-positive
numbers. Note that being a negative integer implies that the correspondirigsés transcendental [18].

All the constants: have the formup® ¢3! ¢5? - - - ¢%, where thep; are usually small integers, the are
rational numbers, andis 1/ if F(¢;1,1) is transcendental, andT (« + 1) if F(¢;1,1) is algebraic.

There are some cases where thare not integers. Among them, very strange is only the catigeddtep
sets.., for which we found: = 1, eg = 7/2,e1 = 1/2, p = 2 + 26 and¢y = (1137 + 468+/6),/152000.
This last number may look like a guessing artefact at firsdgga but we trust in its correctness, because the
number of correct digits exceeds by far the number of codigits to be expected from an artefact.

4 Empirical Results in 3D

We have investigated walks in three dimensions confineda it octant with step sets of up to five elements.
A priori, there are 83682 such step sets, and they give rig83%d different sequences. Of those, we have
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computed the firsiV = 400 terms of the generating functiar(¢; 1, 1, 1) of general walks, and searched for
potential differential equations, algebraic equatioms] eecurrence equations. We found that 134 sequences
appear to be D-finite, and among those, 50 appear to be aigebra

4.1 Combinatorial Observations

For some of the sequences, it can be realized that their @4fiess or algebraicity is a consequence of the
D-finiteness or algebraicity of a certain 2D walk. For exahe sequence corresponding to the step set

oe%e 131 1,4,17,75,339, 1558, 7247, 34016, 160795, 764388, . . . (A026378)

is readily seen to be D-finite, since it may be regarded as iati@r of the 2D step set's in which the
step] appears in two copies and empty steps are allowed. (Hereelod,ba three dimensional step set is
depicted in three separate slices: first the arrows topsdbitms(x, y, —1), then(z, y, 0), then(z, y, 1). For
example, the step set above{is-1,0,0), (0,1,0), (1,0,0), (0,0,1), (0,1,1)}. The given numbers are the
first coefficients in the expansion 6f(¢; 1,1, 1).)

Discarding these cases from consideration, we are left 3Gttifferent sequences whose generating series
appear to be D-finite; among those, three appear to be algebteeir step sets are given in the appendix.

We were not able to find an equation for the step set

1,1,4,7,28,70,280,787,3148, 9526, 38104, . . . (A149080)
which is symmetric about all three axes, not even with 80@seinstead of 400. Also the step set

el Ll 11T 1,1,4,13,40, 136, 496, 1753, 6256, 22912, 85216, . .. (A149424)
which enjoys a rotational symmetry about the middle linehaf first octant, and which may be viewed as a
three dimensional analogue of Kreweras'’s step set, appehesnon-D-finite, even when 800 terms are taken
into account.

For walks in the quarter plane, it is conjectured in [29, ®#c8] that D-finiteness is preserved under re-
versing arrows, i.e., the generating function for a stegsistD-finite if and only if the generating function for
the step se®’ is, when&’ is obtained fromS by reversing all arrows. Our computations do not suggest tha
this criterion also applies in 3D. Among the 134 sequencefwed D-finite, there are 42 which correspond
to step sets i for whose counterpart i’ we were not able to find an equation. Among those, there are
some which satisfy only very large equations, so that cteace that they remain D-finite upon reversing
arrows, but with equations which are too large for us to fintheds satisfy quite small equations, for example
the sequence A026378 whose step set is given above.

4.2 Algebraic Observations

As in the 2D case, it turns out that most of the minimal polyradsof the algebraic series define curves of
genus 0, which therefore can be rationally parameterizhdrérare twelve cases of genus 1, these are elliptic
curves. Some of them turn out to be isomorphic (d¥grFor example, those corresponding to the cases

et el 1,1,4,11,32,110, 360, 1163, 4112, 14066, 47848, . .. (A149232)

et el 1,2,7,27,105,426, 1787, 7590, 32633, 142152, 624659, . .. (A150591)

e «:? 1,2,10,40, 176,808, 3720, 17152, 81440, 384448, . . . (A151023)
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all have 1728 ag-invariant. They originate from the 2D Kreweras walks. Mimgerestingly, there are also
three step sets originating from the 2D reverse Krewera!w\(zilfé ) for which the genusis 5 (!).

For the transcendental series, we could observe the samempleaon as in 2D: all the operators factor as
a product of a single irreducible operator of order two anegs operators of order one. We therefore expect
again that all these series admit a representation as agegraetric pullback. As an example, the generating
functionG(t; 1,1, 1) of the sequence

e et T 1,1,2,4,10,25,70,196, 588, 1764, . .. (A005817)

can be written in the form

4t 41 1/2 1/2| ..\ 2t—1 -1/2 —1/2| .0\ 4*—2t+1
—F 16t% | — ——=—1F} 6% ) - —————
2t * 1( 3 ‘ 0 43 21 2 0 4¢3

This representation was found by Mark van Hoeij. It is beythlscope of the standard tools of Maple or
Mathematica.

4.3 Analytic Observations

Also concerning asymptotics, similar remarks apply as in 2IDcoefficient sequences grow liken®p™ for
some constants, o, p, wherep is an integer or an algebraic number of degree 2 arid a non-positive
number. We have not gone through the laborious task of détargthe constants.

Acknowledgments. We are grateful to the anonymous referees for their pertisgggestions which helped
to improve the presentation of this paper. We thank Piercod&me and Bruno Salvy, who carefully read
a preliminary version and made several useful comments. I¥getlaank Mark van Hoeij for computing the
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Appendix

Table 1 D-finite series and their step sets in 2D. The equation siaksymns refer to (minimal) recurrence
equation, differential equation, and algebraic equatiespectively. Example: The serié%t; 1, 1) for Krew-
eras walks (A151265) satisfies a differential equation deo# with polynomial coefficients of degree 9 and
an algebraic equatioR(F'(¢;1,1),t) = 0 for a polynomialP (T, t) of degree 6 irf” and 8 int. The coefficient
sequence of'(t; 1, 1) satisfies a recurrence equation of order 6 with polynomieffasents of degree 4. The
labels used in the columns “OEIS Tag” are taken from Sloa@e'd_ine Encyclopedia of Integer Sequences
http://www.research.att.com/ ~njas/sequences/ . Constants in the asymptotics columns are

abbreviatedd = 1++/2, B = 14+2v2,C = 14+v/3,D = 1+2V/3, E = \/6(379 + 1561/6) (1), F = 14+/6.

OEIS Tag | Steps Equation sizes Asymptotics OEIS Tag | Steps Equation sizes Asymptotics
A000012 | - T | 10| 11|11 1 A000079 | T | 10| 11|11 on
: 3 on :
A001405 | T | 21| 23|22 %7 A000244 | ¢ | 1,0 | 1,1 |11 3n
= n
2
. . n n
A001006 | * . | 2,1 | 2,3 |22 3—‘/133— A005773 | T | 2,1 | 2,3 |22 \/lg 7
20(3) n¥/2 I'(3) vn
. 124/2 23n/2 . 24+/2 231/2
A126087 | ¢ ° | 3,1 | 2,5 |22 ‘1[— A151255 | .'s | 6,8 | 4,16 | - V2
r'(3) n3/2 ™ n2
.. 2:/2 3n .. n
A151265 | +," | 6,4 | 4,9 | 6,8 —{3— A151266 | ¢ . | 7,10 | 516 | - Lf?’_
I(3)n3/4 2r(3) vn
- n . 1
A151278 | "¢ | 7,4 | 4,12 | 6,8 3‘/31 3 Al51281 | ¢ | 3,1 | 2,5 | 2,2 —3gn
V2T (5) nd/4 2
. 8 4n Xy 44
A005558 | * ¢ | 2,3 | 3,5 | - 2= A005566 | *.¢ | 2,2 | 3,4 | - -
m™n ™ n
: 2 4n : 2 4n
A018224 | .1 | 2,3 | 35| - £ A060899 | * ¢ | 2,1 | 23 |22 fl 2
™ n r(d) v
. 4 qn . 2 on n/2
A060900 | $.* | 2,3 | 3,5 | 8,9 Lf— A128386 | $.° | 3,1 | 2,5 |22 6{ 23z
30(3) n?/3 (%) nd/2
1 - 124/3 2737/2
A129637 | *Te | 3,1 | 2,5 | 2,2 54" A151261 | $.¢ | 58 | 4,15| - 12v3 32
T n
AQBS/Q B" . 4 qn
A151282 | *°° | 31| 25 22| ————_ || A151291 | *'¢ | 6,10 515 | - =
23/47 (%) n3/2 30(5) Vn
: 12/ V24)™ ce- AT/2 (2A)™
A151275 | s | 9,18 | 524 | - 30 2) A151287 | ¢°s | 7,11 | 5,19 | - VBATE ( 2)
iy n s n
4Y2213/2 Pn n
D3/2 D
A151292 | $°° | 3,1 | 2,5 | 2,2 \/5071— A151302 | - . | 9,18 | 524 | - Lli
8T'(3) nd/2 3v2r(3) v
. n V572 5"
A151307 | *.* | 815|520 - Lli A151318 | *'¢ | 2,1 | 23 | 2,2 1/ 5T
2V2I(3) Vn I(3) vn
- 3V3 6" - 3C7/2 (20)™
A129400 | *.s | 2,1 | 2,3 | 2,2 _\/1__ A151297 | s.¢ | 7,11 | 518 | - V3CT2 (20)
2I(3) n/2 2m n2
. 6 6™ . 933/4 gn
A151312 | +'¢ | 45 | 3,8 | - V66" A151323 | s.¢ | 2,1 | 2,3 | 4,4 v2
®-0 T n (X} I—‘(%) TL3/4
b 2\/§ 6™ (XX EF7/2 (QF)"
A151326 | .+ | 7,14 | 518 - L A151314 | s.. | 9,18 |5.24| - .
30(L) v 59571 n
VT3 ™ 8 8"
A151329 | s | 9,18 | 524 - { L A151331 | s.s | 3,4 | 3,6 | - Bl
3T(3) vVn 3r n
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Table 2 Conjecturally algebraic series and their step sets in 3€p Set figures are as in Section 4. Equation
sizes are as in Table 1.

Firstterms (OEIS Tag) | Step sets | Equation sizes

1,1,4,10,37,121,451,1639, ... (A02523]) ‘ei : ° o e 2,1 | 23] 22
1,1,5,15,51,199, 755,2789, ... (A14957) o0 & - 1. | (i3 T 111,22 7,31 12,17
1,2,4,14,46,134,502,1820, ... (Ald984p)$:: :'® ‘et | 311 % T | 86 | 416 6,9

Table 3 Conjecturally transcendental D-finite generating serfebtheir step sets in 3D. The equation sizes
columns refer to (minimal) recurrence equations, and ifigal equations, respectively.

OEIS Tag Step sets Equation sizes || OEIS Tag Step sets Equation sizes
A148060 | $:° 1T i | 9,17 | 528 || Al48438| * ¢ ce- | 7,10 | 517

st SEE IS

°- . . e

o . HE SN

o0 - ® .. .. @

St it A149090 | 1 % e- | 917 | 528
A149589 | s ¢t 10,21 6,29 o3 *

. ::. . . .

:

A005817 | ile ¢"l .o | 2,2 | 3,4 || A148005 | *iI i'e e:: | 58 | 4,15
A148052 | *i1 l'e .- | 7,18 | 6,27 || A148068 | i1 : e U 717 | 6,25
A148072 | i 170 el | 12,57 10,69 | A148162 | el e 10 | 4,3 | 3,6
A148284 | 1le s ' e | 14,57 | 10,71 A148331 | *:° i 'e: | 11,43| 9,53
A148507 | *il ele e 4,6 | 4,11 || A148525 | +11 Do e | 7,16 | 6,25
A148548 | (11 s ] 7,19 | 6,28 || Al48689 | e D e | 8,25 | 831
A148703 | o0 e 8 | 4,3 | 3,6 || A148790 | :* e’ fie | 6,12 | 518
A148934 | 1®1 'l ere | 55 | 4,11 || A149279 | le 8D iie | 14,62 10,75
A149290 | ‘e °°T .-. | 11,53 | 9,61 || A149363 | [i® el ::. | 7,16 | 6,24
A149632 | %80 % | 7,11 | 5,16 || A149713 | el i oD | 8,22 | 7,29
A150054 | ‘el :'e :e: | 12,39| 9,52 | A150370 | ile . e ::* | 14,62 10,75
A150410 | 1% e'e e | 46 | 4,11 || AL50471 | el e P :e: | 12,33| 8,42
A150499 | % e e %0 | 14,48 9,61 || A150764 e elliie 17,13 | 6,19
A150950 | ‘e $0 | 823 | 7,20 || A151053 | o0 (e il | 14,38 9,48




Automatic Classification of Restricted Lattice Walks

15



