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Definition.

1 A function $f(x)$ is called D-finite if there exist polynomials $c_0(x), \ldots, c_r(x)$, not all zero, such that

$$c_0(x)f(x) + c_1(x)f'(x) + \cdots + c_r(x)f^{(r)}(x) = 0.$$ 

2 A sequence $(f_n)_{n=0}^\infty$ is called D-finite if there exist polynomials $c_0(n), \ldots, c_r(n)$, not all zero, such that

$$c_0(n)f_n + c_1(n)f_{n+1} + \cdots + c_r(n)f_{n+r} = 0.$$
A similar definition.

3 A number $\alpha \in \mathbb{C}$ is called algebraic if there exist integers $c_0, \ldots, c_r$, not all zero, such that

$$c_0 + c_1 \alpha + \cdots + c_r \alpha^r = 0.$$
What happens when you ask Maple to find the roots of the polynomial $x^5 + 5x - 3$?
What happens when you ask Maple to find the roots of the polynomial $x^5 + 5x - 3$?

> solve(x^5 + 5*x - 3);

RootOf(_Z^5 + 5*_Z - 3, index = 1),
RootOf(_Z^5 + 5*_Z - 3, index = 2),
RootOf(_Z^5 + 5*_Z - 3, index = 3),
RootOf(_Z^5 + 5*_Z - 3, index = 4),
RootOf(_Z^5 + 5*_Z - 3, index = 5)
What happens when you ask Maple to find the roots of the polynomial $x^5 + 5x - 3$?

```maple
> solve(x^5 + 5*x - 3);
RootOf(_Z^5 + 5*_Z - 3, index = 1),
RootOf(_Z^5 + 5*_Z - 3, index = 2),
RootOf(_Z^5 + 5*_Z - 3, index = 3),
RootOf(_Z^5 + 5*_Z - 3, index = 4),
RootOf(_Z^5 + 5*_Z - 3, index = 5)
```

The best way to represent an algebraic number is the polynomial of which it is a root.
The best way to represent a D-finite function or sequence is the differential equation or recurrence of which it is a solution.
The best way to represent a D-finite function or sequence is the differential equation or recurrence of which it is a solution.

While a polynomial has finitely many roots, a differential equation or recurrence has infinitely many solutions.
The best way to represent a D-finite function or sequence is the differential equation or recurrence of which it is a solution.

While a polynomial has finitely many roots, a differential equation or recurrence has infinitely many solutions.

But these solutions form a vector space of finite dimension. Thus a finite number of initial values uniquely identifies a solution.
The best way to represent a D-finite function or sequence is the differential equation or recurrence of which it is a solution.

While a polynomial has finitely many roots, a differential equation or recurrence has infinitely many solutions.

But these solutions form a vector space of finite dimension. Thus a finite number of initial values uniquely identifies a solution.

Such initial values may be viewed as the analog of the “index” in Maple’s representation of algebraic numbers.
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\[ \frac{1}{3}(x^3 - x) + 1 \]
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12

1, 3, 9, 21, 41, 71, 113, 169, 241, 331, 441, 573

\[ \frac{1}{3}(x^3 - x) + 1 \]
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\( \frac{1}{3} (x^3 - x) + 1 \)

\( \frac{1}{60} (47x^5 - 590x^4 + 3065x^3 - 7570x^2 + 8888x - 3780) \)
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12

1, 3, 9, 21, 41, 71, 113, 169, 241, 331, 441, 573

\[ \downarrow \text{interpolate} \]
\[ \frac{1}{3}(x^3 - x) + 1 \]

1, 5, 19, 65, 211, 665, 1869, 4593, 10029, 19885, 36479

\[ \downarrow \text{interpolate} \]
\[ \frac{1}{60}(47x^5 - 590x^4 + 3065x^3 - 7570x^2 + 8888x - 3780) \]
$\frac{1}{3}(x^3 - x) + 1$

1, 3, 9, 21, 41, 71, 113, 169, 241, 331, 441, 573

↓ interpolate

1, 5, 19, 65, 211, 665, ?, ?, ?, ?, ?
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12

1, 3, 9, 21, 41, 71, 113, 169, 241, 331, 441, 573

\[ \frac{1}{3}(x^3 - x) + 1 \]

1, 5, 19, 65, 211, 665, ?, ?, ?, ?, ?

\[ a_{n+2} - 5a_{n+1} + 6a_n = 0 \]
\[ \frac{1}{3} (x^3 - x) + 1 \]

\[ a_{n+2} - 5a_{n+1} + 6a_n = 0 \]
Polynomial interpolation.

Given: $a_0, a_1, a_2, a_3$
Find: $c_0, c_1, c_2, c_3$ such that for $i = 0, 1, 2, 3$ we have

$$a_i = c_0 + c_1 i + c_2 i^2 + c_3 i^3.$$
Polynomial interpolation.

Given: $a_0, a_1, a_2, a_3$

Find: $c_0, c_1, c_2, c_3$ such that for $i = 0, 1, 2, 3$ we have

$$a_i = c_0 + c_1 i + c_2 i^2 + c_3 i^3.$$

Naive algorithm: solve the linear system

$$\begin{pmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 \\ 1 & 2 & 4 & 8 \\ 1 & 3 & 9 & 27 \end{pmatrix} \begin{pmatrix} c_0 \\ c_1 \\ c_2 \\ c_3 \end{pmatrix} = \begin{pmatrix} a_0 \\ a_1 \\ a_2 \\ a_3 \end{pmatrix}$$
Polynomial interpolation.

Given: \( a_0, a_1, a_2, a_3 \)
Find: \( c_0, c_1, c_2, c_3 \) such that for \( i = 0, 1, 2, 3 \) we have

\[
\alpha_i = c_0 + c_1 i + c_2 i^2 + c_3 i^3.
\]

Naive algorithm: solve the linear system

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 \\
1 & 2 & 4 & 8 \\
1 & 3 & 9 & 27
\end{pmatrix}
\begin{pmatrix}
c_0 \\
c_1 \\
c_2 \\
c_3
\end{pmatrix}
= 
\begin{pmatrix}
a_0 \\
a_1 \\
a_2 \\
a_3
\end{pmatrix}
\]

Better algorithm: Newton interpolation / Chinese Remaindering
C-finite interpolation.

Given: $a_0, a_1, a_2, a_3, a_4, a_5$
Find: $c_0, c_1, c_2$ such that for $i = 0, 1, 2$ we have

$$c_0 a_i + c_1 a_{i+1} + c_2 a_{i+2} = 0.$$
C-finite interpolation.

Given: \(a_0, a_1, a_2, a_3, a_4, a_5\)

Find: \(c_0, c_1, c_2\) such that for \(i = 0, 1, 2\) we have

\[c_0 a_i + c_1 a_{i+1} + c_2 a_{i+2} = 0.\]

Naive algorithm: solve the linear system

\[
\begin{pmatrix}
a_0 & a_1 & a_2 \\
a_1 & a_2 & a_3 \\
a_2 & a_3 & a_4
\end{pmatrix}
\begin{pmatrix}
c_0 \\
c_1 \\
c_2
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\]
C-finite interpolation.

Given: \( a_0, a_1, a_2, a_3, a_4, a_5 \)
Find: \( c_0, c_1, c_2 \) such that for \( i = 0, 1, 2 \) we have

\[
c_0 a_i + c_1 a_{i+1} + c_2 a_{i+2} = 0.
\]

Naive algorithm: solve the linear system

\[
\begin{pmatrix}
a_0 & a_1 & a_2 \\
a_1 & a_2 & a_3 \\
a_2 & a_3 & a_4
\end{pmatrix}
\begin{pmatrix}
c_0 \\
c_1 \\
c_2
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\]

Better algorithm: Berlekamp-Massey
D-finite interpolation (shift case).

Given: $a_0, a_1, a_2, a_3, a_4$

Find: $c_{0,0}, c_{0,1}, c_{1,0}, c_{1,1}$ such that for $i = 0, 1, 2, 3$ we have

$$(c_{0,0} + c_{0,1}i)a_i + (c_{1,0} + c_{1,1}i)a_{i+1} = 0.$$
D-finite interpolation (shift case).

**Given:** $a_0, a_1, a_2, a_3, a_4$

**Find:** $c_{0,0}, c_{0,1}, c_{1,0}, c_{1,1}$ such that for $i = 0, 1, 2, 3$ we have

$$(c_{0,0} + c_{0,1}i) a_i + (c_{1,0} + c_{1,1}i) a_{i+1} = 0.$$ 

**Naive algorithm:** solve the linear system

$$
\begin{pmatrix}
  a_0 & 0 & a_1 & 0 \\
  a_1 & a_1 & a_2 & a_2 \\
  a_2 & 2a_2 & a_3 & 2a_3 \\
  a_3 & 3a_3 & a_4 & 3a_4
\end{pmatrix}
\begin{pmatrix}
  c_{0,0} \\
  c_{0,1} \\
  c_{1,0} \\
  c_{1,1}
\end{pmatrix}
= 
\begin{pmatrix}
  0 \\
  0 \\
  0 \\
  0
\end{pmatrix}
$$
D-finite interpolation (shift case).

Given: \(a_0, a_1, a_2, a_3, a_4\)
Find: \(c_{0,0}, c_{0,1}, c_{1,0}, c_{1,1}\) such that for \(i = 0, 1, 2, 3\) we have

\[
(c_{0,0} + c_{0,1} i)a_i + (c_{1,0} + c_{1,1} i)a_{i+1} = 0.
\]

Naive algorithm: solve the linear system

\[
\begin{pmatrix}
a_0 & 0 & a_1 & 0 \\
a_1 & a_1 & a_2 & a_2 \\
a_2 & 2a_2 & a_3 & 2a_3 \\
a_3 & 3a_3 & a_4 & 3a_4
\end{pmatrix}
\begin{pmatrix}
c_{0,0} \\
c_{0,1} \\
c_{1,0} \\
c_{1,1}
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0 \\
0
\end{pmatrix}
\]

Better algorithm: Hermite-Pade approximation
D-finite interpolation (differential case).

Given: \( a = a_0 + a_1 x + a_2 x^2 + a_3 x^3 + a_4 x^4 + O(x^5) \)

Find: \( c_{0,0}, c_{0,1}, c_{1,0}, c_{1,1} \) such that we have

\[
(c_{0,0} + c_{0,1} x) a(x) + (c_{1,0} + c_{1,1} x) a'(x) = O(x^4)
\]

Naive algorithm: solve the linear system

\[
\begin{pmatrix}
 a_0 & 0 & a_1 & 0 \\
 a_1 & a_0 & 2a_2 & a_1 \\
 a_2 & a_1 & 3a_3 & 2a_2 \\
 a_3 & a_2 & 4a_4 & 3a_3
\end{pmatrix}
\begin{pmatrix}
 c_{0,0} \\
 c_{0,1} \\
 c_{1,0} \\
 c_{1,1}
\end{pmatrix}
= \begin{pmatrix}
 0 \\
 0 \\
 0 \\
 0
\end{pmatrix}
\]

Better algorithm: Hermite-Pade approximation
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- There is a solution whenever the system is underdetermined.
- We do not expect any solutions for an overdetermined system.
- However, true equations must always be among the solutions.
- If there is no solution, then there is no equation.

There are three parameters:

- $N$... the number of terms available
- $r$... the order of the equation we are looking for
- $d$... the degree of the polynomial coefficients

We obtain an overdetermined linear system when $N \geq (r+1)(d+2)$. 
Note:
- There is a solution whenever the system is underdetermined.
- We do not expect any solutions for an overdetermined system.
- However, true equations must always be among the solutions.
- If there is no solution, then there is no equation.

There are three parameters:
- \( N \) . . . the number of terms available
- \( r \) . . . the order of the equation we are looking for
- \( d \) . . . the degree of the polynomial coefficients

We obtain an overdetermined linear system when

\[
N \geq (r + 1)(d + 2).
\]
degree $d$

$N = (r + 1)(d + 2)$
\[ N = (r + 1)(d + 2) \]
degree $d$

$N = (r + 1)(d + 2)$
$N = (r + 1)(d + 2)$
How can we guarantee that a recurrence valid for \( n = 0, \ldots, N \) continues to hold for \( n > N \)?
How can we guarantee that a recurrence valid for $n = 0, \ldots, N$ continues to hold for $n > N$?

In general, not at all.
How can we guarantee that a recurrence valid for \( n = 0, \ldots, N \) continues to hold for \( n > N \)?

But we can always check for plausibility, in several ways:

• The larger \( N - (r + 1)(d + 2) \) is, the more "unlikely" is it to get a fake solution.

• Correct equations tend to have shorter coefficients than fake solutions, especially at the "borders".

• Check if a recurrence guessed for an integer sequence keeps producing integers.

• Check if an equation has "nice" algebraic or arithmetic properties (\( p \)-curvature, fuchianity, left factors, etc.).
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But we can always check for plausibility, in several ways:
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How can we guarantee that a recurrence valid for \( n = 0, \ldots, N \) continues to hold for \( n > N \)?

Sometimes a guessed equation can be proven a posteriori.

- **Example 0:** \( f(1) = 0, \ f(2) = 21, \ f(3) = 136, \)
  \[
  (4n^2 - 3)f(n+1)f(n-1) = (4n^2 - 19)f(n)^2 + 108n^4 - 106n^2 + 19
  \]
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Sometimes a guessed equation can be proven a posteriori.

- Example 0: $f(1) = 0$, $f(2) = 21$, $f(3) = 136$,  
  
  $$(4n^2 - 3)f(n+1)f(n-1) = (4n^2 - 19)f(n)^2 + 108n^4 - 106n^2 + 19$$  
  
  $\Rightarrow f(n) = 2n^4 - 3n^2 + 1$$
How can we guarantee that a recurrence valid for \( n = 0, \ldots, N \) continues to hold for \( n > N \)?

Sometimes a guessed equation can be proven a posteriori.

- **Example 0:** \( f(1) = 0, f(2) = 21, f(3) = 136, \)
  \[ (4n^2 - 3)f(n+1)f(n-1) = (4n^2 - 19)f(n)^2 + 108n^4 - 106n^2 + 19 \]
  \( \Rightarrow f(n) = 2n^4 - 3n^2 + 1 \)

- **Example 1:** Bostan-Kauers proof that the Gessel generating function is algebraic
How can we guarantee that a recurrence valid for \( n = 0, \ldots, N \) continues to hold for \( n > N \)?

Sometimes a guessed equation can be proven a posteriori.

- **Example 0:** \( f(1) = 0, f(2) = 21, f(3) = 136, (4n^2 - 3)f(n+1)f(n-1) = (4n^2 - 19)f(n)^2 + 108n^4 - 106n^2 + 19 \) \( \Rightarrow f(n) = 2n^4 - 3n^2 + 1 \)

- **Example 1:** Bostan-Kauers proof that the Gessel generating function is algebraic

- **Example 2:** Koutschan-Kauers-Zeilberger proof of the qTSPPP conjecture

In all these cases we know something else besides a finite number of initial terms.
How can we guarantee that a recurrence valid for \( n = 0, \ldots, N \) continues to hold for \( n > N \)?

Sometimes a guessed equation can be proven a posteriori.

- **Example 0:** \( f(1) = 0 \), \( f(2) = 21 \), \( f(3) = 136 \),
  \[
  (4n^2 - 3)f(n+1)f(n-1) = (4n^2 - 19)f(n)^2 + 108n^4 - 106n^2 + 19
  \]
  \[
  \Rightarrow f(n) = 2n^4 - 3n^2 + 1
  \]

- **Example 1:** Bostan-Kauers proof that the Gessel generating function is algebraic

- **Example 2:** Koutschan-Kauers-Zeilberger proof of the qTSPP conjecture

In all these cases we know something else besides a finite number of initial terms.
For large examples, use Chinese remaindering.
For large examples, use Chinese remaindering.

Note: Typically most of the time goes into the generation of data.
For large examples, use Chinese remaindering.
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For large examples, use Chinese remaindering.

Note: Typically most of the time goes into the generation of data.

\[
\text{gen data in } \mathbb{Z} \quad \rightarrow \quad \text{guess in } \mathbb{Z}
\]
For large examples, use Chinese remaindering.

Note: Typically most of the time goes into the generation of data.

\[
\begin{array}{|c|}
\hline
\text{gen data mod } p_6 \\
\hline
\text{gen data mod } p_5 \\
\hline
\text{gen data mod } p_4 \\
\hline
\text{gen data mod } p_3 \\
\hline
\text{gen data mod } p_2 \\
\hline
\text{gen data mod } p_1 \\
\hline
\end{array}
\]
For large examples, use Chinese remaindering.

Note: Typically most of the time goes into the generation of data.

<table>
<thead>
<tr>
<th>gen data mod $p_6$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>gen data mod $p_5$</td>
<td></td>
</tr>
<tr>
<td>gen data mod $p_4$</td>
<td></td>
</tr>
<tr>
<td>gen data mod $p_3$</td>
<td></td>
</tr>
<tr>
<td>gen data mod $p_2$</td>
<td></td>
</tr>
<tr>
<td>gen data mod $p_1$</td>
<td></td>
</tr>
</tbody>
</table>

Note: The table above represents a sequence of data generation operations modulo different primes.
For large examples, use Chinese remaindering.
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For large examples, use Chinese remaindering.

Note: Typically most of the time goes into the generation of data.

\[
\begin{array}{c|c}
\text{gen data mod } p_6 & \text{cra} \\
\text{gen data mod } p_5 & \text{cra} \\
\text{gen data mod } p_4 & \text{cra} \\
\text{gen data mod } p_3 & \text{cra} \\
\text{gen data mod } p_2 & \text{cra} \\
\text{gen data mod } p_1 & \text{cra} \\
\end{array}
\]
For large examples, use Chinese remaindering.

Note: Typically most of the time goes into the generation of data.
1
572
501078
482751038
488303018470
508030462896342
538342947200181516
577872700751863164786
626269539439832591585670
68374736059532789022503974
750891137766578908948547719108
82857423911006679971098013499906
917922161227435669613159505496167676
1020305786902803494300781157935897370994
1137349436457510809432713625160726367507752
127095008359338641251407638566369283592624538
1423305224864143608714201292395133297701805781190
1596948462297569128977333850067339597076143671599174
1794792632904434637733970210381237780751510573869448852
2020180802489170482240983522063850062062442831945706521058
227694578248554050533812527718165404950592083788502956340820
25694791025401153766454251870565003988881863480038457485782141154
2902810618842364889597322272319209506348628861212359296519475054072
3282700182438691772975058795783593011309005942618892620293755122368058
3715743048172062529360018635260711989385204368216065659347534964951252700
420949098441316619826137791151415539534710324664616679859112197846089803442
4772591355321274304749576182928566476152278863983481852879063453175036918296
5414946799226735396487772284399384094187295802815528517902477743285342591140390106
61478985266934970805123671757520150126594047704109161268004351556264912659799990362840
698443671932565361429518789559744436575115621261924285355970280807447357041069819223754
793944203341478131818489816587188801592028197638758047326403099508998248259473161675904953376
<table>
<thead>
<tr>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>572</td>
</tr>
<tr>
<td>501078</td>
</tr>
<tr>
<td>482751038</td>
</tr>
<tr>
<td>488303018470</td>
</tr>
<tr>
<td>508030462896342</td>
</tr>
<tr>
<td>538342947200181516</td>
</tr>
<tr>
<td>577872700751863164786</td>
</tr>
<tr>
<td>626269539439832591585670</td>
</tr>
<tr>
<td>683747166059532789022503974</td>
</tr>
<tr>
<td>750891137766578908948547719108</td>
</tr>
<tr>
<td>828574239110066799710989013499906</td>
</tr>
<tr>
<td>917922161227435669613159505496167676</td>
</tr>
<tr>
<td>10203057869028034943007811157935897370994</td>
</tr>
<tr>
<td>1137349436457510809043271362160726367507752</td>
</tr>
<tr>
<td>1270950083593386412514076385663692833592624538</td>
</tr>
<tr>
<td>1423305224864143608714201292395133297701805781190</td>
</tr>
<tr>
<td>1596948462297569128977333850067339597076143671599174</td>
</tr>
<tr>
<td>1794792632904434637733970210381237780751510573869448852</td>
</tr>
<tr>
<td>2020180802489170482420983522063850062062442831945706521058</td>
</tr>
<tr>
<td>2276945782485544050533812527718165404950592083788502956340820</td>
</tr>
<tr>
<td>2569479102540115376645251870565003988881863480038457458782141154</td>
</tr>
<tr>
<td>290281061884236488959732227231920950634862886121235926519475054072</td>
</tr>
<tr>
<td>3282700182438691772975058795783593011309005942618892620293755122368058</td>
</tr>
<tr>
<td>3715743048172062529360018635260711989385204368216065659347534964951252700</td>
</tr>
<tr>
<td>4209490984413166198261377911514155398534710324664616679859112197846089803442</td>
</tr>
<tr>
<td>47725913553212743047495761829285664761562278863983481852879063453175036918296</td>
</tr>
<tr>
<td>5414946799226735396487772284399384094187295802815528517902477743285342591140390106</td>
</tr>
<tr>
<td>6147898526693497080512367175752015012650504770410916128004351556264912659799990362840</td>
</tr>
<tr>
<td>698443671932565361429518789559744443657511562126192428535597072808074475370410698191223754</td>
</tr>
<tr>
<td>7939442033414781318489816587188801592028197638758047326403099508998248259473161675904953376</td>
</tr>
</tbody>
</table>

mod 18446743996400140305
mod 18446743996400140305

1
572
501078
482751038
488303018470
508030462896342
538342947200181516
6023636863458815331
2580762047828230920
5515013217276251534
17123530835407353643
5572082557292008116
17875215097856697886
16035623780151103859
16055577741814178982
15027877995076486623
17448843459617963160
5644036228390905909
6048046136819871237
6409903865809153083
15470275059979966790
9739149847815048189
11583106651453571427
6400388505077904303
2766473440199403570
17757671906462674362
17526839972355722226
6925266579598276991
10108544499065927050
16898437300578765459
8290473895328869906
\[
\begin{array}{c}
\text{mod } 18446743996400140305 \\
1 \\
572 \\
501078 \\
482751038 \\
488303018470 \\
508030462896342 \\
538342947200181516 \\
6023636863458815331 \\
2580762047828230920 \\
5515013217276251534 \\
17123530835407353643 \\
5572082557292008116 \\
17875215097856697886 \\
16035623780151103859 \\
16055577741814178982 \\
15027877995076486623 \\
17448843459617963160 \\
5644036228390905909 \\
6048046136819871237 \\
6409903865809153083 \\
15470275059977966790 \\
9739149847815048189 \\
11583106651453571427 \\
6400388505077904303 \\
2766473440199403570 \\
17757671906462674362 \\
17526839972355722226 \\
6925266579598276991 \\
1010854499065927050 \\
16898437300578765459 \\
8290473895328869906 \\
\end{array}
\]
degree $d$
degree $d$
degree $d$

small order, high degree

$N = (30 + 1)(739 + 2) = 22971$ terms needed
small order, high degree

\[ N = (30 + 1)(739 + 2) = 22971 \] terms needed
small order, high degree
\[ N = (30 + 1)(739 + 2) = 22971 \text{ terms needed} \]

slightly higher order, much lower degree
only \[ N = (59 + 1)(83 + 2) = 5100 \text{ terms needed} \]
small order, high degree
\[ N = (30 + 1)(739 + 2) = 22971 \text{ terms needed} \]

slightly higher order, much lower degree
only \[ N = (59 + 1)(83 + 2) = 5100 \text{ terms needed} \]
degree $d$

order $r$
\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]
\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]
\( a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \)

\( a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \)

\( a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \)

\( a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} = 0 \)
\[a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0\]
\( a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \)
\( a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \)
\( a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \)
\( a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} = 0 \)
\( a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \)
\( a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \)
\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]
\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]
\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+2} + a_{n+1} + a_n = 0 \]
\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} = 0 \]

\[ a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} = 0 \]

\[ a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+3} + a_{n+2} + a_{n+1} = 0 \]
\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+2} + a_{n+1} + a_n = 0 \]

\[ a_{n+1} + a_{n+1} = 0 \]

\[ a_n = 0 \]
\[ a_{n+5} + a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]
\[ a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]
\[ a_{n+3} + a_{n+2} + a_{n+1} + a_n = 0 \]
\[ a_{n+4} + a_{n+3} + a_{n+2} + a_{n+1} = 0 \]
\[ a_{n+3} + a_{n+2} + a_{n+1} = 0 \]
\[ a_{n+2} + a_{n+1} + a_n = 0 \]

small order, high degree → \[ a_{n+2} + a_{n+1} + a_n = 0 \]
\[ a_{n+3} + a_{n+2} + a_{n+1} = 0 \]
\[ 0 = 0 \]
<table>
<thead>
<tr>
<th></th>
<th>minimal order</th>
<th>non-minimal order</th>
</tr>
</thead>
<tbody>
<tr>
<td>degree</td>
<td>very high</td>
<td>better</td>
</tr>
<tr>
<td>integer lengths</td>
<td>better</td>
<td>very long</td>
</tr>
</tbody>
</table>

Algorithm:
1. Choose a prime \( p \)
2. Construct two medium-order medium-degree equations mod \( p \)
3. Combine them to a low-order (high-degree) equation mod \( p \)
4. Chinese remaindering and rational reconstruction
5. Continue with further primes until the equation stabilizes
### Algorithm:

1. Choose a prime $p$
2. Construct two medium-order medium-degree equations mod $p$
3. Combine them to a low-order (high-degree) equation mod $p$
4. Chinese remaindering and rational reconstruction
5. Continue with further primes until the equation stabilizes
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\( a_n: 1, 5, 73, 1445, 33001, 819005, 21460825, 584307365, \\
16367912425, 468690849005, 13657436403073, \ldots \)
\[ a_n: 1, 5, 73, 1445, 33001, 819005, 21460825, 584307365, 16367912425, 468690849005, 13657436403073, \ldots \]

\[
\downarrow
\]

\[
(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0
\]
\[ a_n: 1, 5, 73, 1445, 33001, 819005, 21460825, 584307365, 16367912425, 468690849005, 13657436403073, \ldots \]

\[ \downarrow \]

\[ (n + 2)^3 \ a_{n+2} - (2n + 3)(17n^2 + 51n + 39) \ a_{n+1} + (n + 1)^3 \ a_n = 0 \]

\[ \downarrow \]

\[ \{ \frac{(17-12\sqrt{2})^n}{n^{3/2}} \left( 1 - \frac{48+15\sqrt{2}}{64} n^{-1} + \frac{2057+1200\sqrt{2}}{4096} n^{-2} - \frac{87024+62917\sqrt{2}}{262144} n^{-3} + \ldots \right) \}, \]

\[ \frac{(17+12\sqrt{2})^n}{n^{3/2}} \left( 1 - \frac{48-15\sqrt{2}}{64} n^{-1} + \frac{2057-1200\sqrt{2}}{4096} n^{-2} - \frac{87024-62917\sqrt{2}}{262144} n^{-3} + \ldots \right) \]
\[ a_n: 1, 5, 73, 1445, 33001, 819005, 21460825, 584307365, \]
\[ 16367912425, 468690849005, 13657436403073, \ldots \]

\[ \downarrow \]

\[
(n + 2)^3 \ a_{n+2} - (2n + 3)(17n^2 + 51n + 39) \ a_{n+1} + (n + 1)^3 \ a_n = 0
\]

\[ \downarrow \]

\[
\left\{ \frac{(17-12\sqrt{2})^n}{n^{3/2}} \left( 1 - \frac{48+15\sqrt{2}}{64} n^{-1} + \frac{2057+1200\sqrt{2}}{4096} n^{-2} - \frac{87024+62917\sqrt{2}}{262144} n^{-3} + \ldots \right), \right. \\
\left. \frac{(17+12\sqrt{2})^n}{n^{3/2}} \left( 1 - \frac{48-15\sqrt{2}}{64} n^{-1} + \frac{2057-1200\sqrt{2}}{4096} n^{-2} - \frac{87024-62917\sqrt{2}}{262144} n^{-3} + \ldots \right) \right\}
\]

\[ \downarrow \]

\[
a_n \sim \frac{\sqrt{\frac{3}{4} + \frac{17}{16\sqrt{2}}}}{\pi^{3/2}} \frac{(17 + 12\sqrt{2})^n}{n^{3/2}} \quad (n \to \infty)
\]
\[a_n: 1, 5, 73, 1445, 33001, 819005, 21460825, 584307365, 16367912425, 468690849005, 13657436403073, \ldots\]

\[\downarrow\]

\[(n + 2)^3 \ a_{n+2} - (2n + 3)(17n^2 + 51n + 39) \ a_{n+1} + (n + 1)^3 \ a_n = 0\]

\[\downarrow\]

\[
\left\{ \frac{(17 - 12\sqrt{2})^n}{n^{3/2}} \left( 1 - \frac{48 + 15\sqrt{2}}{64} n^{-1} + \frac{2057 + 1200\sqrt{2}}{4096} n^{-2} - \frac{87024 + 62917\sqrt{2}}{262144} n^{-3} + \ldots \right) \right. ,
\]

\[
\left. \frac{(17 + 12\sqrt{2})^n}{n^{3/2}} \left( 1 - \frac{48 - 15\sqrt{2}}{64} n^{-1} + \frac{2057 - 1200\sqrt{2}}{4096} n^{-2} - \frac{87024 - 62917\sqrt{2}}{262144} n^{-3} + \ldots \right) \right\}
\]

\[\downarrow\]

\[a_n \sim \frac{\sqrt{\frac{3}{4} + \frac{17}{16\sqrt{2}}}}{\pi^{3/2}} \frac{(17 + 12\sqrt{2})^n}{n^{3/2}} \quad (n \to \infty)\]
\[
c_0 + c_1 n^{-1} + c_2 n^{-2} + c_3 n^{-3} + \cdots
\]
\[ \phi^n n^\alpha \left( c_0 + c_1 n^{-1} + c_2 n^{-2} + c_3 n^{-3} + \cdots \right) \]
\[ \phi^n n^\alpha \left( (c_0 + c_1 n^{-1} + c_2 n^{-2} + c_3 n^{-3} + \cdots) + (c_{0,1} + c_{1,1} n^{-1} + c_{2,1} n^{-2} + \cdots) \log(n) + \cdots + (c_{0,d} + c_{1,d} n^{-1} + c_{2,d} n^{-2} + \cdots) \log(n)^d \right) \]
\[
\exp\left(s_1 n^{1/q} + s_2 n^{2/q} + \cdots + s_{q-1} n^{(q-1)/q}\right)
\times \phi^n n^\alpha \left((c_0 + c_1 n^{-1} + c_2 n^{-2} + c_3 n^{-3} + \cdots) + (c_{0,1} + c_{1,1} n^{-1} + c_{2,1} n^{-2} + \cdots) \log(n) + \cdots + (c_{0,d} + c_{1,d} n^{-1} + c_{2,d} n^{-2} + \cdots) \log(n)^d\right)
\]
\[
\exp(s_1 n^{1/q} + s_2 n^{2/q} + \cdots + s_{q-1} n^{(q-1)/q}) \\
\times \phi^n n^{\alpha} \left( (c_0 + c_1 n^{-1/q} + c_2 n^{-2/q} + c_3 n^{-3/q} + \cdots) \\
+ (c_{0,1} + c_{1,1} n^{-1/q} + c_{2,1} n^{-2/q} + \cdots) \log(n) \\
+ \cdots \\
+ (c_{0,d} + c_{1,d} n^{-1/q} + c_{2,d} n^{-2/q} + \cdots) \log(n)^d \right)
\]
\( \phi^n \exp\left( s_1 n^{1/q} + s_2 n^{2/q} + \cdots + s_{q-1} n^{(q-1)/q} \right) \times n^\alpha \left( (c_0 + c_1 n^{-1/q} + c_2 n^{-2/q} + c_3 n^{-3/q} + \cdots) + (c_{0,1} + c_{1,1} n^{-1/q} + c_{2,1} n^{-2/q} + \cdots) \log(n) + \cdots + (c_{0,d} + c_{1,d} n^{-1/q} + c_{2,d} n^{-2/q} + \cdots) \log(n)^d \right) \)
\[ \Gamma(n)^{p/q} \phi^n \exp(s_1 n^{1/q} + s_2 n^{2/q} + \cdots + s_{q-1} n^{(q-1)/q}) \times n^\alpha \left( (c_0 + c_1 n^{-1/q} + c_2 n^{-2/q} + c_3 n^{-3/q} + \cdots) \right. \\
+ \left. (c_{0,1} + c_{1,1} n^{-1/q} + c_{2,1} n^{-2/q} + \cdots) \log(n) \right) \\
+ \cdots \\
+ \left. (c_{0,d} + c_{1,d} n^{-1/q} + c_{2,d} n^{-2/q} + \cdots) \log(n)^d \right) \]
\[ \Gamma(n)^{p/q} \phi^n \exp(s_1 n^{1/q} + s_2 n^{2/q} + \cdots + s_{q-1} n^{(q-1)/q}) \times n^\alpha \left( (c_0 + c_1 n^{-1/q} + c_2 n^{-2/q} + c_3 n^{-3/q} + \cdots) + (c_{0,1} + c_{1,1} n^{-1/q} + c_{2,1} n^{-2/q} + \cdots) \log(n) + \cdots + (c_{0,d} + c_{1,d} n^{-1/q} + c_{2,d} n^{-2/q} + \cdots) \log(n)^d \right) \]
$\Gamma(n)^{p/q} \phi^n \exp\left(s_1 n^{1/q} + s_2 n^{2/q} + \ldots + s_{q-1} n^{(q-1)/q}\right) \\
\times n^\alpha \left((c_0 + c_1 n^{-1/q} + c_2 n^{-2/q} + c_3 n^{-3/q} + \ldots) \right) \\
+ \left(c_{0,1} + c_{1,1} n^{-1/q} + c_{2,1} n^{-2/q} + \ldots\right) \log(n) \\
+ \ldots \\
+ \left(c_{0,d} + c_{1,d} n^{-1/q} + c_{2,d} n^{-2/q} + \ldots\right) \log(n)^d)
$$
\Gamma(n)^{p/q} \phi^n \exp\left(s_1 n^{1/q} + s_2 n^{2/q} + \cdots + s_{q-1} n^{(q-1)/q}\right) \times n^\alpha \left((c_0 + c_1 n^{-1/q} + c_2 n^{-2/q} + c_3 n^{-3/q} + \cdots) + \left(c_{0,1} + c_{1,1} n^{-1/q} + c_{2,1} n^{-2/q} + \cdots\right) \log(n) + \cdots + \left(c_{0,d} + c_{1,d} n^{-1/q} + c_{2,d} n^{-2/q} + \cdots\right) \log(n)^d\right)$$
\[ \Gamma(n)^{p/q} \phi^n \exp\left( s_1 n^{1/q} + s_2 n^{2/q} + \cdots + s_{q-1} n^{(q-1)/q} \right) \]
\[ \times n^\alpha \left( (c_0 + c_1 n^{-1/q} + c_2 n^{-2/q} + c_3 n^{-3/q} + \cdots) \right) \]
\[ \quad + \left( c_{0,1} + c_{1,1} n^{-1/q} + c_{2,1} n^{-2/q} + \cdots \right) \log(n) \]
\[ \quad + \cdots \]
\[ \quad + \left( c_{0,d} + c_{1,d} n^{-1/q} + c_{2,d} n^{-2/q} + \cdots \right) \log(n)^d \]
\( \left( \Gamma(n)^{p/q} \phi^n \exp\left( s_1 n^{1/q} + s_2 n^{2/q} + \cdots + s_{q-1} n^{(q-1)/q} \right) \right. \)

\[ \times \left( n^\alpha \left( c_0 + c_1 n^{-1/q} + c_2 n^{-2/q} + c_3 n^{-3/q} + \cdots \right) \right. \]

\[ + \left( c_{0,1} + c_{1,1} n^{-1/q} + c_{2,1} n^{-2/q} + \cdots \right) \log(n) \]

\[ + \cdots \]

\[ + \left( c_{0,d} + c_{1,d} n^{-1/q} + c_{2,d} n^{-2/q} + \cdots \right) \log(n)^d \]
\[ \Gamma(n)^{p/q} \phi^n \exp(s_1 n^{1/q} + s_2 n^{2/q} + \cdots + s_{q-1} n^{(q-1)/q}) \times n^\alpha \left( c_0 + c_1 n^{-1/q} + c_2 n^{-2/q} + c_3 n^{-3/q} + \cdots \right) \]

+ \left( c_{0,1} + c_{1,1} n^{-1/q} + c_{2,1} n^{-2/q} + \cdots \right) \log(n)

+ \cdots

+ \left( c_{0,d} + c_{1,d} n^{-1/q} + c_{2,d} n^{-2/q} + \cdots \right) \log(n)^d \]
- Every linear recurrence of order $r$ with polynomial coefficients,

$$p_0(n)a_n + p_1(n)a_{n+1} + \cdots + p_r(n)a_{n+r} = 0,$$

admits a fundamental system of solutions of the form

$$\Gamma(n)^{p/q} \phi^n \exp(s(n^{1/q})) n^\alpha a(n^{-1/q}, \log(n))$$
• Every linear recurrence of order \( r \) with polynomial coefficients,

\[
p_0(n)a_n + p_1(n)a_{n+1} + \cdots + p_r(n)a_{n+r} = 0,
\]

admits a fundamental system of solutions of the form

\[
\Gamma(n)^{p/q} \phi^n \exp(s(n^{1/q})) n^\alpha a(n^{-1/q}, \log(n))
\]

• Every linear differential equation of order \( r \) with polynomial coefficients,

\[
p_0(x)f(x) + p_1(x)f'(x) + \cdots + p_r(x)f^{(r)}(x) = 0,
\]

admits a fundamental system of solutions of the form

\[
\exp(s(x^{-1/q})) x^\alpha a(x^{1/q}, \log(x))
\]
Officially, these series are just “formal solutions”, but inofficially they can be viewed as “asymptotic solutions” for \( n \to \infty \) and \( x \to 0 \), respectively.

Example: Let \((a_n)_{n=0}^{\infty}\) be defined by

\[
a_0 = 1, \quad a_1 = 5 \text{ and } (n+2)^3 a_n + 2 - (2n+3)(17n^2 + 51n + 39) a_{n+1} + (n+1)^3 a_n = 0.
\]
Officially, these series are just “formal solutions”, but unofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

**Example:** Let $(a_n)_{n=0}^\infty$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 \ a_{n+2} - (2n + 3)(17n^2 + 51n + 39) \ a_{n+1} + (n + 1)^3 \ a_n = 0.$$
Officially, these series are just “formal solutions”, but unofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

**Example:** Let $(a_n)_{n=0}^\infty$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$ 

The recurrence has the series solutions

$$s_1(n) = \frac{(17+12\sqrt{2})^n}{n^{3/2}} \left(1 - \frac{48-15\sqrt{2}}{64} n^{-1} + \frac{2057-1200\sqrt{2}}{4096} n^{-2} - O(n^{-3})\right),$$

$$s_2(n) = \frac{(17-12\sqrt{2})^n}{n^{3/2}} \left(1 - \frac{48+15\sqrt{2}}{64} n^{-1} + \frac{2057+1200\sqrt{2}}{4096} n^{-2} - O(n^{-3})\right).$$
Officially, these series are just “formal solutions”, but inofficially they can be viewed as “asymptotic solutions” for \( n \to \infty \) and \( x \to 0 \), respectively.

**Example:** Let \( (a_n)_{n=0}^{\infty} \) be defined by \( a_0 = 1 \), \( a_1 = 5 \) and

\[
(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.
\]

The recurrence has the series solutions

\[
s_1(n) = \frac{(17+12\sqrt{2})^n}{n^{3/2}} \left( 1 - \frac{48-15\sqrt{2}}{64} n^{-1} + \frac{2057-1200\sqrt{2}}{4096} n^{-2} - O(n^{-3}) \right),
\]

\[
s_2(n) = \frac{(17-12\sqrt{2})^n}{n^{3/2}} \left( 1 - \frac{48+15\sqrt{2}}{64} n^{-1} + \frac{2057+1200\sqrt{2}}{4096} n^{-2} - O(n^{-3}) \right).
\]

We expect the asymptotic behaviour \( a_n \sim c_1 s_1(n) + c_2 s_2(n) \) for \( n \to \infty \), for some constants \( c_1, c_2 \).
Officially, these series are just “formal solutions”, but inofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

Example: Let $(a_n)_{n=0}^{\infty}$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$

The recurrence has the series solutions

$$s_1(n) = \frac{(17+12\sqrt{2})^n}{n^{3/2}} \left( 1 - \frac{48-15\sqrt{2}}{\zeta} n^{-1} + \frac{2057-1200\sqrt{2}}{\zeta^2} n^{-2} - O(n^{-3}) \right),$$

$$s_2(n) = \frac{(17-12\sqrt{2})^n}{n^{3/2}} \left( 1 - \frac{48}{\zeta} \lim_{n \to \infty} \frac{c_1 s_1(n) + c_2 s_2(n)}{a_n} = 1 + O(n^{-3}) \right).$$

We expect the asymptotic behaviour $a_n \sim c_1 s_1(n) + c_2 s_2(n)$ for $n \to \infty$, for some constants $c_1, c_2$. 
Officially, these series are just “formal solutions”, but inoffically they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

**Example:** Let $(a_n)_{n=0}^{\infty}$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$ 

The recurrence has the series solutions

$$s_1(n) = \frac{(17 + 12\sqrt{2})^n}{n^{3/2}} \left(1 - \frac{48 - 15\sqrt{2}}{64} n^{-1} + \frac{2057 - 1200\sqrt{2}}{4096} n^{-2} - O(n^{-3})\right),$$

$$s_2(n) = \frac{(17 - 12\sqrt{2})^n}{n^{3/2}} \left(1 - \frac{48 + 15\sqrt{2}}{64} n^{-1} + \frac{2057 + 1200\sqrt{2}}{4096} n^{-2} - O(n^{-3})\right).$$

We expect the asymptotic behaviour $a_n \sim c_1 s_1(n) + c_2 s_2(n)$ for $n \to \infty$, for some constants $c_1, c_2$. 


Officially, these series are just “formal solutions”, but unofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

**Example:** Let $(a_n)_{n=0}^\infty$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$ 

Then

$$c_1 = \lim_{n \to \infty} \frac{a_n}{s_1(n)}$$
Officially, these series are just “formal solutions”, but unofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

**Example:** Let $(a_n)_{n=0}^{\infty}$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$ 

Then

$$c_1 = \lim_{n \to \infty} \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2}}$$
Officially, these series are just “formal solutions”, but unofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

**Example:** Let $(a_n)_{n=0}^{\infty}$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$ 

Then

$$c_1 = \lim_{n \to \infty} \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2}}$$

<table>
<thead>
<tr>
<th>n</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.21639089</td>
</tr>
<tr>
<td>50</td>
<td>0.21820956</td>
</tr>
<tr>
<td>100</td>
<td>0.21912472</td>
</tr>
<tr>
<td>200</td>
<td>0.21958376</td>
</tr>
<tr>
<td>400</td>
<td>0.21981364</td>
</tr>
<tr>
<td>800</td>
<td>0.21992867</td>
</tr>
<tr>
<td>1600</td>
<td>0.21998621</td>
</tr>
<tr>
<td>3200</td>
<td>0.22001499</td>
</tr>
<tr>
<td>6400</td>
<td>0.22002938</td>
</tr>
</tbody>
</table>
Officially, these series are just “formal solutions”, but inofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

Example: Let $(a_n)_{n=0}^{\infty}$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$

Then

$$c_1 = \lim_{n \to \infty} \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2}}$$

<table>
<thead>
<tr>
<th>$n$</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.21639089</td>
</tr>
<tr>
<td>50</td>
<td>0.21829056</td>
</tr>
<tr>
<td>100</td>
<td>0.21912472</td>
</tr>
<tr>
<td>200</td>
<td>0.21958376</td>
</tr>
<tr>
<td>400</td>
<td>0.21981364</td>
</tr>
<tr>
<td>800</td>
<td>0.21992867</td>
</tr>
<tr>
<td>1600</td>
<td>0.21998621</td>
</tr>
<tr>
<td>3200</td>
<td>0.22001499</td>
</tr>
<tr>
<td>6400</td>
<td>0.22002938</td>
</tr>
</tbody>
</table>
Officially, these series are just “formal solutions”, but unofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

**Example:** Let $(a_n)_{n=0}^\infty$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 \ a_{n+2} - (2n + 3)(17n^2 + 51n + 39) \ a_{n+1} + (n + 1)^3 \ a_n = 0.$$

Then

$$c_1 = \lim_{n \to \infty} \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2} (1 + \infty n^{-1})}$$

<table>
<thead>
<tr>
<th>$n$</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.21639089</td>
</tr>
<tr>
<td>50</td>
<td>0.21820956</td>
</tr>
<tr>
<td>100</td>
<td>0.21912472</td>
</tr>
<tr>
<td>200</td>
<td>0.21958376</td>
</tr>
<tr>
<td>400</td>
<td>0.21981364</td>
</tr>
<tr>
<td>800</td>
<td>0.21992867</td>
</tr>
<tr>
<td>1600</td>
<td>0.21998621</td>
</tr>
<tr>
<td>3200</td>
<td>0.22001499</td>
</tr>
<tr>
<td>6400</td>
<td>0.22002938</td>
</tr>
</tbody>
</table>
Officially, these series are just “formal solutions”, but inofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

**Example:** Let $(a_n)_{n=0}^\infty$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$ 

Then

$$c_1 = \lim_{n \to \infty} \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2} (1 + \bigcirc n^{-1})}$$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$a_0$</th>
<th>$a_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.21639089</td>
<td>0.22007533545</td>
</tr>
<tr>
<td>50</td>
<td>0.21820956</td>
<td>0.22005158010</td>
</tr>
<tr>
<td>100</td>
<td>0.21912472</td>
<td>0.22004571055</td>
</tr>
<tr>
<td>200</td>
<td>0.21958376</td>
<td>0.22004425175</td>
</tr>
<tr>
<td>400</td>
<td>0.21981364</td>
<td>0.22004388812</td>
</tr>
<tr>
<td>800</td>
<td>0.21992867</td>
<td>0.22004379735</td>
</tr>
<tr>
<td>1600</td>
<td>0.21998621</td>
<td>0.22004377467</td>
</tr>
<tr>
<td>3200</td>
<td>0.22001499</td>
<td>0.22004376900</td>
</tr>
<tr>
<td>6400</td>
<td>0.22002938</td>
<td>0.22004376758</td>
</tr>
</tbody>
</table>
Officially, these series are just “formal solutions”, but inofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

**Example:** Let $(a_n)_{n=0}^{\infty}$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$

Then

$$c_1 = \lim_{n \to \infty} \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2} (1 + \Theta n^{-1})}$$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$a_{25}$</th>
<th>$a_{50}$</th>
<th>$a_{100}$</th>
<th>$a_{200}$</th>
<th>$a_{400}$</th>
<th>$a_{800}$</th>
<th>$a_{1600}$</th>
<th>$a_{3200}$</th>
<th>$a_{6400}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.21639089</td>
<td>0.21639089</td>
<td>0.22007533</td>
<td>0.22007533</td>
<td>0.22007533</td>
<td>0.22007533</td>
<td>0.22007533</td>
<td>0.22007533</td>
<td>0.22007533</td>
</tr>
<tr>
<td>50</td>
<td>0.21820956</td>
<td>0.21820956</td>
<td>0.22005158</td>
<td>0.22005158</td>
<td>0.22005158</td>
<td>0.22005158</td>
<td>0.22005158</td>
<td>0.22005158</td>
<td>0.22005158</td>
</tr>
<tr>
<td>100</td>
<td>0.21912472</td>
<td>0.21912472</td>
<td>0.22004571</td>
<td>0.22004571</td>
<td>0.22004571</td>
<td>0.22004571</td>
<td>0.22004571</td>
<td>0.22004571</td>
<td>0.22004571</td>
</tr>
<tr>
<td>200</td>
<td>0.21958376</td>
<td>0.21958376</td>
<td>0.22004425</td>
<td>0.22004425</td>
<td>0.22004425</td>
<td>0.22004425</td>
<td>0.22004425</td>
<td>0.22004425</td>
<td>0.22004425</td>
</tr>
<tr>
<td>400</td>
<td>0.21981364</td>
<td>0.21981364</td>
<td>0.22004389</td>
<td>0.22004389</td>
<td>0.22004389</td>
<td>0.22004389</td>
<td>0.22004389</td>
<td>0.22004389</td>
<td>0.22004389</td>
</tr>
<tr>
<td>800</td>
<td>0.21992867</td>
<td>0.21992867</td>
<td>0.22004379</td>
<td>0.22004379</td>
<td>0.22004379</td>
<td>0.22004379</td>
<td>0.22004379</td>
<td>0.22004379</td>
<td>0.22004379</td>
</tr>
<tr>
<td>1600</td>
<td>0.21995684</td>
<td>0.21995684</td>
<td>0.22004377</td>
<td>0.22004377</td>
<td>0.22004377</td>
<td>0.22004377</td>
<td>0.22004377</td>
<td>0.22004377</td>
<td>0.22004377</td>
</tr>
<tr>
<td>3200</td>
<td>0.22001499</td>
<td>0.22001499</td>
<td>0.22004376</td>
<td>0.22004376</td>
<td>0.22004376</td>
<td>0.22004376</td>
<td>0.22004376</td>
<td>0.22004376</td>
<td>0.22004376</td>
</tr>
<tr>
<td>6400</td>
<td>0.22002938</td>
<td>0.22002938</td>
<td>0.22004376</td>
<td>0.22004376</td>
<td>0.22004376</td>
<td>0.22004376</td>
<td>0.22004376</td>
<td>0.22004376</td>
<td>0.22004376</td>
</tr>
</tbody>
</table>
Officially, these series are just “formal solutions”, but unofficially they can be viewed as “asymptotic solutions” for \( n \to \infty \) and \( x \to 0 \), respectively.

**Example:** Let \( (a_n)_{n=0}^{\infty} \) be defined by \( a_0 = 1 \), \( a_1 = 5 \) and

\[
(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.
\]

Then

\[
c_1 = \lim_{n \to \infty} \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2} (1 + \bullet n^{-1} + \bullet n^{-2})}
\]

<table>
<thead>
<tr>
<th>n</th>
<th>( c_1 )</th>
<th>( a_0 )</th>
<th>( a_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.21639089</td>
<td>0.22007533545</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.21820956</td>
<td>0.22005158010</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.21912472</td>
<td>0.22004571055</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.21958376</td>
<td>0.22004425175</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>0.21981364</td>
<td>0.22004388812</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>0.21992867</td>
<td>0.22004379735</td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>0.21998621</td>
<td>0.22004377467</td>
<td></td>
</tr>
<tr>
<td>3200</td>
<td>0.22001499</td>
<td>0.22004376900</td>
<td></td>
</tr>
<tr>
<td>6400</td>
<td>0.22002938</td>
<td>0.22004376758</td>
<td></td>
</tr>
</tbody>
</table>
Officially, these series are just “formal solutions”, but inofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

Example: Let $(a_n)_{n=0}^{\infty}$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$ 

Then

$$c_1 = \lim_{n \to \infty} \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2} \left(1 + \frac{1}{n} + \frac{1}{n^2}\right)}$$

<table>
<thead>
<tr>
<th>n</th>
<th>$a_n$</th>
<th>$a_{n+1}$</th>
<th>$a_{n+2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.2163</td>
<td>0.2200</td>
<td>0.2200</td>
</tr>
<tr>
<td>50</td>
<td>0.2182</td>
<td>0.2205</td>
<td>0.2205</td>
</tr>
<tr>
<td>100</td>
<td>0.2191</td>
<td>0.2204</td>
<td>0.2204</td>
</tr>
<tr>
<td>200</td>
<td>0.2196</td>
<td>0.2204</td>
<td>0.2204</td>
</tr>
<tr>
<td>400</td>
<td>0.2198</td>
<td>0.2204</td>
<td>0.2204</td>
</tr>
<tr>
<td>800</td>
<td>0.2199</td>
<td>0.2204</td>
<td>0.2204</td>
</tr>
<tr>
<td>1600</td>
<td>0.2199</td>
<td>0.2204</td>
<td>0.2204</td>
</tr>
<tr>
<td>3200</td>
<td>0.2200</td>
<td>0.2204</td>
<td>0.2204</td>
</tr>
<tr>
<td>6400</td>
<td>0.2200</td>
<td>0.2204</td>
<td>0.2204</td>
</tr>
</tbody>
</table>
Officially, these series are just “formal solutions”, but unofficially they can be viewed as “asymptotic solutions” for \( n \to \infty \) and \( x \to 0 \), respectively.

**Example:** Let \( (a_n)_{n=0}^{\infty} \) be defined by \( a_0 = 1, \ a_1 = 5 \) and

\[
(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.
\]

Then

\[
c_1 = \lim_{{n \to \infty}} \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2} (1 + \frac{1}{n} + \frac{1}{n^2})}
\]

<table>
<thead>
<tr>
<th>( n )</th>
<th>( a_n )</th>
<th>( \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2} (1 + \frac{1}{n} + \frac{1}{n^2})} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n=25 ):</td>
<td>0.21639089</td>
<td>0.22007533545</td>
</tr>
<tr>
<td>( n=50 ):</td>
<td>0.21820956</td>
<td>0.22005158010</td>
</tr>
<tr>
<td>( n=100 ):</td>
<td>0.21912472</td>
<td>0.22004571055</td>
</tr>
<tr>
<td>( n=200 ):</td>
<td>0.21958376</td>
<td>0.22004425175</td>
</tr>
<tr>
<td>( n=400 ):</td>
<td>0.21981364</td>
<td>0.22004388812</td>
</tr>
<tr>
<td>( n=800 ):</td>
<td>0.21992867</td>
<td>0.22004379735</td>
</tr>
<tr>
<td>( n=1600 ):</td>
<td>0.21998621</td>
<td>0.22004377467</td>
</tr>
<tr>
<td>( n=3200 ):</td>
<td>0.22001499</td>
<td>0.22004376900</td>
</tr>
<tr>
<td>( n=6400 ):</td>
<td>0.22002938</td>
<td>0.22004376758</td>
</tr>
</tbody>
</table>
Officially, these series are just “formal solutions”, but unofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

**Example:** Let $(a_n)_{n=0}^\infty$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 \ a_{n+2} - (2n + 3)(17n^2 + 51n + 39) \ a_{n+1} + (n + 1)^3 \ a_n = 0.$$ 

Then

$$c_1 = \lim_{n \to \infty} \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2} \ (1 + \cdots + n^{-8})}.$$ 

<table>
<thead>
<tr>
<th>n</th>
<th>$a_n$</th>
<th>$a_{n+1}$</th>
<th>$a_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.21639089</td>
<td>0.22007533</td>
<td>0.2200438698244526</td>
</tr>
<tr>
<td>50</td>
<td>0.21820956</td>
<td>0.22005158</td>
<td>0.2200437800978533</td>
</tr>
<tr>
<td>100</td>
<td>0.21912472</td>
<td>0.22004571</td>
<td>0.2200437687444919</td>
</tr>
<tr>
<td>200</td>
<td>0.21958376</td>
<td>0.22004425</td>
<td>0.2200437673171539</td>
</tr>
<tr>
<td>400</td>
<td>0.21981364</td>
<td>0.22004388</td>
<td>0.2200437671382396</td>
</tr>
<tr>
<td>800</td>
<td>0.21992867</td>
<td>0.22004379</td>
<td>0.2200437671158446</td>
</tr>
<tr>
<td>1600</td>
<td>0.21998621</td>
<td>0.22004377</td>
<td>0.2200437671130434</td>
</tr>
<tr>
<td>3200</td>
<td>0.22001499</td>
<td>0.22004376</td>
<td>0.2200437671126931</td>
</tr>
<tr>
<td>6400</td>
<td>0.22002938</td>
<td>0.22004376</td>
<td>0.2200437671126493</td>
</tr>
</tbody>
</table>
Officially, these series are just “formal solutions”, but unofficially they can be viewed as “asymptotic solutions” for $n \to \infty$ and $x \to 0$, respectively.

Example: Let $(a_n)_{n=0}^{\infty}$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$

Then

$$c_1 = \lim_{n \to \infty} \frac{a_n}{(17 + 12\sqrt{2})^n n^{-3/2} (1 + \cdots + n^{-8})}$$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$c_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.220043767112639756433995885652310320</td>
</tr>
<tr>
<td>50</td>
<td>0.220043767112643025824658940012813917</td>
</tr>
<tr>
<td>100</td>
<td>0.220043767112643037805267672105008794</td>
</tr>
<tr>
<td>200</td>
<td>0.220043767112643037850515370195188062</td>
</tr>
<tr>
<td>400</td>
<td>0.220043767112643037850689084541667963</td>
</tr>
<tr>
<td>800</td>
<td>0.220043767112643037850689757184322022</td>
</tr>
<tr>
<td>1600</td>
<td>0.220043767112643037850689759800250866</td>
</tr>
<tr>
<td>3200</td>
<td>0.220043767112643037850689759810446717</td>
</tr>
<tr>
<td>6400</td>
<td>0.220043767112643037850689759810486501</td>
</tr>
</tbody>
</table>
Officially, these series are just “formal solutions”, but unofficially they can be viewed as “asymptotic solutions” for $\mathbf{n} \to \infty$ and $\mathbf{x} \to 0$, respectively.

**Example:** Let $(a_n)_{n=0}^{\infty}$ be defined by $a_0 = 1$, $a_1 = 5$ and

$$(n + 2)^3 a_{n+2} - (2n + 3)(17n^2 + 51n + 39) a_{n+1} + (n + 1)^3 a_n = 0.$$ 

Then

$$c_1 = \lim_{n \to \infty} \frac{a_n}{(17 + 12 \sqrt{2})^n n^{-3/2} (1 + \cdots + \cdots n^{-8})}$$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$c_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.220043767112639756433995885652310320</td>
</tr>
<tr>
<td>50</td>
<td>0.220043767112643025824658940012813917</td>
</tr>
<tr>
<td>100</td>
<td>0.220043767112643037805267672105008794</td>
</tr>
<tr>
<td>200</td>
<td>0.220043767112643037850515370195188062</td>
</tr>
<tr>
<td>400</td>
<td>0.220043767112643037850689084541667963</td>
</tr>
<tr>
<td>800</td>
<td>0.220043767112643037850689757184322022</td>
</tr>
<tr>
<td>1600</td>
<td>0.220043767112643037850689759800250866</td>
</tr>
<tr>
<td>3200</td>
<td>0.220043767112643037850689759810446717</td>
</tr>
<tr>
<td>6400</td>
<td>0.220043767112643037850689759810486501</td>
</tr>
</tbody>
</table>
• This works nicely if one solution dominates all the others, e.g., when all the hypergeometric parts are equal and for the exponential parts \( \phi_1^n, \ldots, \phi_r^n \) we have \( |\phi_1| > |\phi_2|, \ldots, |\phi_r| \).
• This works nicely if one solution dominates all the others, e.g., when all the hypergeometric parts are equal and for the exponential parts $\phi_1^n, \ldots, \phi_r^n$ we have $|\phi_1| > |\phi_2|, \ldots, |\phi_r|$.

• If we have $|\phi_1| = \cdots = |\phi_i| > |\phi_i|, \ldots, |\phi_r|$ for some $i > 1$, then we usually have $\phi_j = \omega^j \phi_1$ for some $i$th root of unity $\omega$. In this case, consider $(a_{in})_{n=0}^\infty, \ldots, (a_{in+i-1})_{n=0}^\infty$ separately.
• This works nicely if one solution dominates all the others, e.g., when all the hypergeometric parts are equal and for the exponential parts $\phi_1^n, \ldots, \phi_r^n$ we have $|\phi_1| > |\phi_2|, \ldots, |\phi_r|$.

• If we have $|\phi_1| = \cdots = |\phi_i| > |\phi_i|, \ldots, |\phi_r|$ for some $i > 1$, then we usually have $\phi_j = \omega^j \phi_1$ for some $i$th root of unity $\omega$. In this case, consider $(a_{in})_{n=0}^\infty, \ldots, (a_{in+i-1})_{n=0}^\infty$ separately.

• It is also annoying to have several solutions with the same $\phi$ but a different $\alpha$. In this case, instead of one constant $c_1$, we estimate several $c_i$ simultaneously.
• This works nicely if one solution dominates all the others, e.g., when all the hypergeometric parts are equal and for the exponential parts $\phi_1^n, \ldots, \phi_r^n$ we have $|\phi_1| > |\phi_2|, \ldots, |\phi_r|$. 

• If we have $|\phi_1| = \cdots = |\phi_i| > |\phi_i|, \ldots, |\phi_r|$ for some $i > 1$, then we usually have $\phi_j = \omega^j \phi_1$ for some $i$th root of unity $\omega$. In this case, consider $(a_{in})_{n=0}^{\infty}, \ldots, (a_{in+i-1})_{n=0}^{\infty}$ separately.

• It is also annoying to have several solutions with the same $\phi$ but a different $\alpha$. In this case, instead of one constant $c_1$, we estimate several $c_i$ simultaneously.

$$a_n \sim c_1 s_1(n) + c_2 s_2(n) \quad (n \to \infty)$$
• This works nicely if one solution dominates all the others, e.g., when all the hypergeometric parts are equal and for the exponential parts $\phi_1^n, \ldots, \phi_r^n$ we have $|\phi_1| > |\phi_2|, \ldots, |\phi_r|$.

• If we have $|\phi_1| = \cdots = |\phi_i| > |\phi_i|, \ldots, |\phi_r|$ for some $i > 1$, then we usually have $\phi_j = \omega^j \phi_1$ for some $i$th root of unity $\omega$. In this case, consider $(a_{in})_{n=0}^{\infty}, \ldots, (a_{in+i-1})_{n=0}^{\infty}$ separately.

• It is also annoying to have several solutions with the same $\phi$ but a different $\alpha$. In this case, instead of one constant $c_1$, we estimate several $c_i$ simultaneously.

\[
\begin{align*}
a_n &\sim c_1 s_1(n) + c_2 s_2(n) \\
a_{1000} &\approx c_1 \bar{s}_1(1000) + c_2 \bar{s}_2(1000) \\
a_{1200} &\approx c_1 \bar{s}_1(1200) + c_2 \bar{s}_2(1200)
\end{align*}
\]  
($n \to \infty$) \hspace{1cm} \{solve for $c_1, c_2$\}
In the differential case, there is always a basis of generalizes series solutions of the form

\[ \exp \left( s_1 x^{-1/q} + s_2 x^{-2/q} + \cdots + s_{q-1} x^{-(q-1)/q} \right) \]
\[ \times \quad x^\alpha \]
\[ \times \quad \left( (c_0 + c_1 x^{1/q} + c_2 x^{2/q} + c_3 x^{3/q} + \cdots) \right) \]
\[ + \left( (c_{0,1} + c_{1,1} x^{1/q} + c_{2,1} x^{2/q} + c_{3,1} x^{3/q} + \cdots) \log(x) \right) \]
\[ + \cdots \]
\[ + \left( (c_{0,d} + c_{1,d} x^{1/q} + c_{2,d} x^{2/q} + c_{3,d} x^{3/q} + \cdots) \log(x)^d \right) \]
In the differential case, there is always a basis of generalizes series solutions of the form

\[ \exp \left( s_1 x^{-1/q} + s_2 x^{-2/q} + \cdots + s_{q-1} x^{-(q-1)/q} \right) \]
\[ \times \quad x^{\alpha} \]
\[ \times \quad \left( (c_0 + c_1 x^{1/q} + c_2 x^{2/q} + c_3 x^{3/q} + \cdots ) \right) \]
\[ + \left( (c_{0,1} + c_{1,1} x^{1/q} + c_{2,1} x^{2/q} + c_{3,1} x^{3/q} + \cdots ) \log(x) \right) \]
\[ + \cdots \]
\[ + \left( (c_{0,d} + c_{1,d} x^{1/q} + c_{2,d} x^{2/q} + c_{3,d} x^{3/q} + \cdots ) \log(x)^d \right) \]

To each such solution there corresponds an analytic function solution, defined in some small open sector rooted at the origin.
When there is even a basis of formal power series solutions, then each such solution corresponds to an analytic function solution defined in a neighborhood of the origin.

Example:

$$(x - 1)(x - 2)y''(x) + (x + 3)(x + 4)y'(x) - (x - 5)(x - 6)y(x) = 0,$$

$y(0) = 1, y'(0) = -1.$

What is the value $y(3 - i)$?
When there is even a basis of formal power series solutions, then each such solution corresponds to an analytic function solution defined in a neighborhood of the origin.

By specifying a suitable number of initial values, we can identify any particular function in the solution space.

Example:

\[(x - 1)(x - 2)y''(x) + (x + 3)(x + 4)y'(x) - (x - 5)(x - 6)y(x) = 0,\]
\[y(0) = 1, y'(0) = -1.\]

What is the value \[y(3 - i)\]?

In general, the values outside the disk of convergence depend on a path from 0 to the evaluation point.
When there is even a basis of formal power series solutions, then each such solution corresponds to an analytic function solution defined in a neighborhood of the origin.

By specifying a suitable number of initial values, we can identify any particular function in the solution space.

**Example:**

\[(x-1)(x-2)y''(x) + (x+3)(x+4)y'(x) - (x-5)(x-6)y(x) = 0,\]
\[y(0) = 1, \ y'(0) = -1.\]

What is the value \(y(3 - i)\)?
When there is even a basis of formal power series solutions, then each such solution corresponds to an analytic function solution defined in a neighborhood of the origin.

By specifying a suitable number of initial values, we can identify any particular function in the solution space.

**Example:**

\[(x-1)(x-2)y''(x) + (x+3)(x+4)y'(x) - (x-5)(x-6)y(x) = 0,\]
\[y(0) = 1, \ y'(0) = -1.\]

What is the value \(y(3 - i)\)?

In general, the values outside the disk of convergence depend on a path from 0 to the evaluation point.
\[ z = 3 - i \]
$z = 3 - i$

singularity
$z = 3 - i$
$$z = 3 - i$$
$z = 3 - i$
$z = 3 - i$
\[ z = 3 - i \]
\[ z = 3 - i \]
$z = 3 - i$

singularity

$z_2$

$z_3$
$z = 3 - i$
There is an algorithm which efficiently computes the value of $y, y', \ldots, y^{(r)}$ to any desired accuracy within the disk of convergence.

Using this algorithm repeatedly, one can walk along any given path that avoids singularity to any given nonsingular point $z$ in the complex plane.

You will lose accuracy on the way, but you can tell how much accuracy is needed in the beginning to achieve a desired accuracy at the end.

This is called effective analytic continuation. Ask Marc Mezzarobba or Joris van der Hoeven for details, references, or implementations.
• There is an algorithm which efficiently computes the value of $y, y', \ldots, y^{(r)}$ to any desired accuracy within the disk of convergence.

• Using this algorithm repeatedly, one can walk along any given path that avoids singularity to any given nonsingular point $z$ in the complex plane.
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There is an algorithm which efficiently computes the value of $y, y', \ldots, y^{(r)}$ to any desired accuracy within the disk of convergence.

Using this algorithm repeatedly, one can walk along any given path that avoids singularity to any given nonsingular point $z$ in the complex plane.

You will lose accuracy on the way, but you can tell how much accuracy is needed in the beginning to achieve a desired accuracy at the end.
• There is an algorithm which efficiently computes the value of \( y, y', \ldots, y^{(r)} \) to any desired accuracy within the disk of convergence.

• Using this algorithm repeatedly, one can walk along any given path that avoids singularity to any given nonsingular point \( z \) in the complex plane.

• You will lose accuracy on the way, but you can tell how much accuracy is needed in the beginning to achieve a desired accuracy at the end.

• This is called effective analytic continuation. Ask Marc Mezzarobba or Joris van der Hoeven for details, references, or implementations.
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\[ p_0(x)f(x) + p_1(x)f'(x) + \cdots + p_r(x)f^{(r)}(x) = 0 \]
\[ p_0(x)f(x) + p_1(x)f'(x) + \cdots + p_r(x)f^{(r)}(x) = 0 \]

\[ p_0(n)a_n + p_1(n)a_{n+1} + \cdots + p_r(n)a_{n+r} = 0 \]
\[ p_0(x)f(x) + p_1(x)f'(x) + \cdots + p_r(x)f^{(r)}(x) = 0 \]

\[ p_0(n)a_n + p_1(n)a_{n+1} + \cdots + p_r(n)a_{n+r} = 0 \]

\[ p_0(q^n)a_n + p_1(q^n)a_{n+1} + \cdots + p_r(q^n)a_{n+r} = 0 \]
\[ p_0(x)f(x) + p_1(x)f'(x) + \cdots + p_r(x)f^{(r)}(x) = 0 \]

\[ p_0(n)a_n + p_1(n)a_{n+1} + \cdots + p_r(n)a_{n+r} = 0 \]

\[ p_0(q^n)a_n + p_1(q^n)a_{n+1} + \cdots + p_r(q^n)a_{n+r} = 0 \]

\[ (p_0 + p_1 \partial + \cdots + p_r \partial^r) \cdot (a_n)_{n=0}^\infty = (0)_{n=0}^\infty \]
\[ p_0(x)f(x) + p_1(x)f'(x) + \cdots + p_r(x)f^{(r)}(x) = 0 \]

\[ p_0(n)a_n + p_1(n)a_{n+1} + \cdots + p_r(n)a_{n+r} = 0 \]

\[ p_0(q^n)a_n + p_1(q^n)a_{n+1} + \cdots + p_r(q^n)a_{n+r} = 0 \]

\[ (p_0 + p_1\partial + \cdots + p_r\partial^r) \cdot f(t) = 0 \]
Want: view polynomials $L \in \mathbb{Q}(x)[\partial]$ as with rational function coefficients as operators acting on functions.

\[
\begin{array}{c}
\text{function space} \\
\downarrow \\
\cdot : A \times F \rightarrow F \\
\uparrow \\
\text{operator algebra}
\end{array}
\]
Want: view polynomials \( L \in \mathbb{Q}(x)[\partial] \) as with rational function coefficients as operators acting on functions.

\[
\text{function space} \\
\downarrow \\
\cdot : \mathcal{A} \times \mathcal{F} \rightarrow \mathcal{F}
\]

Examples:

- differential operators:
  \[
  x \cdot (t \mapsto f(t)) := (t \mapsto tf(t)) \\
  \partial \cdot (t \mapsto f(t)) := (t \mapsto f'(t))
  \]

- recurrence operators:
  \[
  x \cdot (a_n)_{n=0}^\infty := (n \cdot a_n)_{n=0}^\infty \\
  \partial \cdot (a_n)_{n=0}^\infty := (a_{n+1})_{n=0}^\infty
  \]

- q-recurrence operators:
  \[
  x \cdot (a_n)_{n=0}^\infty := (q^n \cdot a_n)_{n=0}^\infty \\
  \partial \cdot (a_n)_{n=0}^\infty := (a_{n+1})_{n=0}^\infty
  \]
**Want:** Action should be compatible with polynomial arithmetic

\[(L + M) \cdot f = (L \cdot f) + (M \cdot f)\]

\[L \cdot (f + g) = (L \cdot f) + (L \cdot g)\]

\[(LM) \cdot f = L \cdot (M \cdot f)\]

\[1 \cdot f = f\]
**Want:** Action should be compatible with polynomial arithmetic

\[(L + M) \cdot f = (L \cdot f) + (M \cdot f)\]
\[L \cdot (f + g) = (L \cdot f) + (L \cdot g)\]
\[(LM) \cdot f = L \cdot (M \cdot f)\]
\[1 \cdot f = f\]

**Problem:** This does not happen automatically.
Want: Action should be compatible with polynomial arithmetic

\[(L + M) \cdot f = (L \cdot f) + (M \cdot f)\]

\[L \cdot (f + g) = (L \cdot f) + (L \cdot g)\]

\[(LM) \cdot f = L \cdot (M \cdot f)\]

1 \cdot f = f

Problem: This does not happen automatically.

Example: For differential operators, we have

\[(x \partial) \cdot f = x \cdot f' = (t \mapsto tf'(t))\]

\[(\partial x) \cdot f = \partial \cdot (t \mapsto tf(t)) = (t \mapsto f(t) + tf'(t))\]
Want: Action should be compatible with polynomial arithmetic

\[(L + M) \cdot f = (L \cdot f) + (M \cdot f)\]
\[L \cdot (f + g) = (L \cdot f) + (L \cdot g)\]
\[(LM) \cdot f = L \cdot (M \cdot f)\]
\[1 \cdot f = f\]

Problem: This does not happen automatically.

Example: For differential operators, we have

\[(x \partial) \cdot f = x \cdot f' = (t \mapsto t f'(t))\]
\[(\partial x) \cdot f = \partial \cdot (t \mapsto tf(t)) = (t \mapsto f(t) + t f'(t))\]

We need to change multiplication so as to fit to the action.
Definition

Let $R$ be a ring.

Let $\sigma : R \to R$ be an endomorphism, i.e.,

$$\sigma(a + b) = \sigma(a) + \sigma(b)$$

and

$$\sigma(ab) = \sigma(a)\sigma(b)$$

Let $\delta : R \to R$ be a "$\sigma$-derivation",

$$\delta(a + b) = \delta(a) + \delta(b)$$

and

$$\delta(ab) = \delta(a)b + \sigma(a)\delta(b)$$

Let $A = R[\partial]$ be the set of all univariate polynomials in $\partial$ with coefficients in $R$.

Let $+$ be the usual polynomial addition.

Let $\cdot$ be the unique (noncommutative) multiplication in $A$ which extends the multiplication in $R$ and satisfies

$$\partial a = \sigma(a)\partial + \delta(a)$$

for all $a \in R$.

Then $A$ together with this $+$ and $\cdot$ is called an Ore Algebra.
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• Let $R$ be a ring

• Let $\sigma : R \to R$ be an endomorphism, i.e., $\sigma(a + b) = \sigma(a) + \sigma(b)$ and $\sigma(ab) = \sigma(a)\sigma(b)$.

• Let $\delta : R \to R$ be a "$\sigma$-derivation", i.e., $\delta(a + b) = \delta(a) + \delta(b)$ and $\delta(ab) = \delta(a)b + \sigma(a)\delta(b)$.

• Let $A = R[\partial]$ be the set of all univariate polynomials in $\partial$ with coefficients in $R$.

• Let $+$ be the usual polynomial addition.

• Let $\cdot$ be the unique (noncommutative) multiplication in $A$ which extends the multiplication in $R$ and satisfies $\partial a = \sigma(a)\partial + \delta(a)$ for all $a \in R$.

• Then $A$ together with this $+$ and $\cdot$ is called an Ore Algebra.
Definition

- Let $R$ be a ring
- Let $\sigma: R \rightarrow R$ be an endomorphism, i.e.,
  \[ \sigma(a + b) = \sigma(a) + \sigma(b) \quad \text{and} \quad \sigma(ab) = \sigma(a)\sigma(b) \]
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- Let $\sigma: R \rightarrow R$ be an endomorphism
- Let $\delta: R \rightarrow R$ be a “$\sigma$-derivation”, i.e.,
  \[
  \delta(a + b) = \delta(a) + \delta(b) \quad \text{and} \quad \delta(ab) = \delta(a)b + \sigma(a)\delta(b)
  \]
Definition

- Let $R$ be a ring
- Let $\sigma: R \to R$ be an endomorphism
- Let $\delta: R \to R$ be a “$\sigma$-derivation”
- Let $A = R[\partial]$ be the set of all univariate polynomials in $\partial$ with coefficients in $R$. 
Definition

- Let $R$ be a ring
- Let $\sigma: R \to R$ be an endomorphism
- Let $\delta: R \to R$ be a “$\sigma$-derivation”
- Let $A = R[\partial]$ be the set of all univariate polynomials in $\partial$ with coefficients in $R$.
- Let $+$ be the usual polynomial addition.
Definition

- Let $\mathbb{R}$ be a ring
- Let $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ be an endomorphism
- Let $\delta: \mathbb{R} \rightarrow \mathbb{R}$ be a “$\sigma$-derivation”
- Let $\mathcal{A} = \mathbb{R}[\partial]$ be the set of all univariate polynomials in $\partial$ with coefficients in $\mathbb{R}$.
- Let $+$ be the usual polynomial addition.
- Let $\cdot$ be the unique (noncommutative) multiplication in $\mathcal{A}$ which extends the multiplication in $\mathbb{R}$ and satisfies

$$ \partial a = \sigma(a) \partial + \delta(a) \quad \text{for all } a \in \mathbb{R}. $$
Definition

• Let $R$ be a ring
• Let $\sigma: R \to R$ be an endomorphism
• Let $\delta: R \to R$ be a “$\sigma$-derivation”
• Let $A = R[\partial]$ be the set of all univariate polynomials in $\partial$ with coefficients in $R$.
• Let $+$ be the usual polynomial addition.
• Let $\cdot$ be the unique (noncommutative) multiplication in $A$ which extends the multiplication in $R$ and satisfies

$$\partial a = \sigma(a)\partial + \delta(a) \quad \text{for all } a \in R.$$ 

• Then $A$ together with this $+$ and $\cdot$ is called an Ore Algebra.
Examples: $A = \mathcal{Q}(x)[\partial]$
Examples: \( \Lambda = \mathbb{Q}(x)[\partial] \)

- differential operators: \( \sigma = \text{id}, \ \delta = \frac{d}{dx} \)

\[ \partial x = x \partial + 1 \]
Examples: $A = Q(x)[\partial]

- differential operators: $\sigma = \text{id}, \delta = \frac{d}{dx}$
  
  \[ \partial x = x\partial + 1 \]

- recurrence operators: $\sigma(p(x)) = p(x + 1), \delta = 0$

  \[ \partial x = (x + 1)\partial \]
Examples: $\mathcal{A} = \mathbb{Q}(x)[\partial]$

- differential operators: $\sigma = \text{id}, \ \delta = \frac{d}{dx}$
  \[ \partial x = x\partial + 1 \]

- recurrence operators: $\sigma(p(x)) = p(x + 1), \ \delta = 0$
  \[ \partial x = (x + 1)\partial \]

- $q$-recurrence operators: $\sigma(p(x)) = p(qx), \ \delta = 0$
  \[ \partial x = qx\partial \]
Let $A = R[\partial]$ be an Ore algebra acting on a function space $F$. 
Let $A = R[\partial]$ be an Ore algebra acting on a function space $F$.

- The **annihilator** of $f \in F$ is defined as

  \[ \text{ann}(f) := \{ a \in A : a \cdot f = 0 \} \subseteq A. \]

  Its elements are called **annihilating operators** for $f$. 

Let $A = \mathbb{R}[\partial]$ be an Ore algebra acting on a function space $\mathcal{F}$.

- The annihilator of $f \in \mathcal{F}$ is defined as
  $$\text{ann}(f) := \{ a \in A : a \cdot f = 0 \} \subseteq A.$$ 

  Its elements are called annihilating operators for $f$.

- The solution space of $a \in A$ is defined as
  $$\mathcal{V}(a) := \{ f \in \mathcal{F} : a \cdot f = 0 \} \subseteq \mathcal{F}.$$ 

  Its elements are called solutions of $a$. 
Let $A = R[\partial]$ be an Ore algebra acting on a function space $F$.

- The **annihilator** of $f \in F$ is defined as

  $\text{ann}(f) := \{ a \in A : a \cdot f = 0 \} \subseteq A$.

  Its elements are called **annihilating operators** for $f$.
  This is a left-ideal of $A$.

- The **solution space** of $a \in A$ is defined as

  $V(a) := \{ f \in F : a \cdot f = 0 \} \subseteq F$.

  Its elements are called **solutions** of $a$. 
Let $A = R[\partial]$ be an Ore algebra acting on a function space $F$.

- The **annihilator** of $f \in F$ is defined as

  $$\text{ann}(f) := \{ a \in A : a \cdot f = 0 \} \subseteq A.$$ 
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- The **solution space** of $a \in A$ is defined as

  $$V(a) := \{ f \in F : a \cdot f = 0 \} \subseteq F.$$ 

  Its elements are called **solutions** of $a$.
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  "D" - "finite"
Let $A = R[\partial]$ be an Ore algebra acting on a function space $F$.

- $f \in F$ is called D-finite (w.r.t. the action of $A$ on $F$) if
  \[ \text{ann}(f) \neq \{0\}. \]

- When $R$ is a field, then this is the case if and only if
  \[ \dim_R R[\partial]/\text{ann}(f) < \infty \]

- Note also:
  \[ R[\partial]/\text{ann}(f) \cong R[\partial] \cdot f \subseteq F \]

as left-$R$-modules.
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- It remains true that
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Example:

For \( f(x, y) = \sqrt{x + y^2} - 3x^2 + y \) and \( A = \mathbb{Q}(x, y)[D_x, D_y] \) we have

\[
\text{ann}(f) = \langle (9x^2 + y + 12xy^2)D_y + (2x + 6x^2y)D_x - (1 + 12xy), \\
(x + 3x^2y + y^2 + 3xy^3)D_y^2 + (y - 3x^2)D_y - 1 \rangle.
\]
Example:

For \( f(x, y) = \sqrt{x + y^2} - 3x^2 + y \) and \( A = \mathbb{Q}(x, y)[D_x, D_y] \) we have

\[
\text{ann}(f) = \langle (9x^2 + y + 12xy^2)D_y + (2x + 6x^2y)D_x - (1 + 12xy), \\
(x + 3x^2y + y^2 + 3xy^3)D_y^2 + (y - 3x^2)D_y - 1 \rangle.
\]

This function is D-finite because

\[
\text{ann}(f) \cap \mathbb{Q}(x, y)[D_y] = \langle (x + 3x^2y + y^2 + 3xy^3)D_y^2 + (y - 3x^2)D_y - 1 \rangle \neq \{0\}\]

\[
\text{ann}(f) \cap \mathbb{Q}(x, y)[D_x] = \langle 2(x + y^2)(9x^2 + y + 12xy^2)D_x^2 - (27x^2 - y + 48xy^2 + 24y^4)D_x \\
+ (18x + 12y^2) \rangle \neq \{0\}.
\]
Example:

For $f(n, k) = 2^k + \binom{n}{k}$ and $A = \mathbb{Q}(n, k)[S_n, S_k]$ we have

$$\text{ann}(f) = \langle \quad + \quad S_k + \quad S_n, \quad + \quad S_k + \quad S_k^2 \rangle.$$
Example:

For \( f(n, k) = 2^k + \binom{n}{k} \) and \( A = \mathbb{Q}(n, k)[S_n, S_k] \) we have

\[
\text{ann}(f) = \langle + S_k + S_n, + S_k + S^2_k \rangle.
\]

This function is D-finite because

\[
\text{ann}(f) \cap \mathbb{Q}(n, k)[S_k] = \langle + S_k + S^2_k \rangle \neq \{0\}
\]

\[
\text{ann}(f) \cap \mathbb{Q}(n, k)[S_n] = \langle -1 - n + (3 - k + 2n)S_n + (-2 + k - n)S^2_n \rangle \neq \{0\}.
\]
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Recall:

- $\mathbb{Q}(\sqrt{2}) = \{ p(\sqrt{2}) : p \in \mathbb{Q}[X] \} \subseteq \mathbb{C}$

- This is a $\mathbb{Q}$-vector space of dimension 2.

- Any three elements are $\mathbb{Q}$-linearly dependent.

- In particular, for any $z \in \mathbb{Q}(\sqrt{2})$ there exist $a,b,c \in \mathbb{Q}$, not all zero, such that $a + bz + cz^2 = 0$.

- $\mathbb{Q}(\sqrt{2}) \sim = \mathbb{Q}[X]/\langle X^2 - 2 \rangle \sim = \mathbb{Q} + \mathbb{Q}X$

- More generally, when $\alpha \in \mathbb{C}$ is algebraic of degree $d$, then so is every element of $\mathbb{Q}(\alpha)$. 
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- $\mathbb{Q}(\sqrt{2}) = \{ p(\sqrt{2}) : p \in \mathbb{Q}[X] \} \subseteq \mathbb{C}$
- This is a $\mathbb{Q}$-vector space of dimension 2.
- Any three elements are $\mathbb{Q}$-linearly dependent.
- In particular, for any $z \in \mathbb{Q}(\sqrt{2})$ there exist $a, b, c \in \mathbb{Q}$, not all zero, such that $a + bz + cz^2 = 0$.
- $\mathbb{Q}(\sqrt{2}) \cong \mathbb{Q}[X]/\langle X^2 - 2 \rangle \cong \mathbb{Q} + \mathbb{Q}X$

\[
\begin{align*}
  a + b(2 + 3X) + c(2 + 3X)^2 \\
  = (a + 2b + 22c) + (3b + 12c)X \mod X^2 - 2
\end{align*}
\]
Recall:

- $\mathbb{Q}(\sqrt{2}) = \{ p(\sqrt{2}) : p \in \mathbb{Q}[X] \} \subseteq \mathbb{C}$
- This is a $\mathbb{Q}$-vector space of dimension 2.
- Any three elements are $\mathbb{Q}$-linearly dependent.
- In particular, for any $z \in \mathbb{Q}(\sqrt{2})$ there exist $a, b, c \in \mathbb{Q}$, not all zero, such that $a + bz + cz^2 = 0$.
- $\mathbb{Q}(\sqrt{2}) \cong \mathbb{Q}[X]/\langle X^2 - 2 \rangle \cong \mathbb{Q} + \mathbb{Q}X$

$$\begin{pmatrix} 1 & 2 & 22 \\ 0 & 3 & 12 \end{pmatrix} \begin{pmatrix} a \\ b \\ c \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}$$
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• \( \mathbb{Q}(\sqrt{2}) = \{ p(\sqrt{2}) : p \in \mathbb{Q}[X] \} \subseteq \mathbb{C} \)
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\[ \sim \sim (a, b, c) = (14, 4, -1). \]
Recall:
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  \[ \leadsto 14 + 4(2 + 3\sqrt{2}) - (2 + 3\sqrt{2})^2 = 0 \]
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- More generally, when \( \alpha \in \mathbb{C} \) is algebraic of degree \( d \), then so is every element of \( \mathbb{Q}(\alpha) \).
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Analogously:

- \( \mathbb{Q}(x)[D_x] \cdot \hat{A}i = \{ L \cdot Ai : L \in \mathbb{Q}(x)[D_x] \} \)
- This is a \( \mathbb{Q}(x) \)-vector space of dimension 2.
Analogously:

\[
\begin{align*}
\text{Airy function} \\
\downarrow \\
\{-Q(x)[D_x] \cdot Ai : L \in Q(x)[D_x]\}
\end{align*}
\]

- This is a \(Q(x)\)-vector space of dimension 2.
- Any three elements are \(Q\)-linearly dependent.
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\[ a(2x + 3D_x) + bD_x(2x + 3D_x) + cD_x^2(2x + 3D_x) \]
Analogously:

- \( \mathbb{Q}(x)[D_x] \cdot \text{Ai} = \{ L \cdot \text{Ai} : L \in \mathbb{Q}(x)[D_x] \} \)
- This is a \( \mathbb{Q}(x) \)-vector space of dimension 2.
- Any three elements are \( \mathbb{Q} \)-linearly dependent.
- In particular, for every \( f \in \mathbb{Q}(x)[D_x] \cdot \text{Ai} \) there exist \( a, b, c \in \mathbb{Q}(x) \), not all zero, such that \( af + bf' + cf''' = 0 \).
- \( \mathbb{Q}(x)[D_x] \cdot \text{Ai} \cong \mathbb{Q}(x)[D_x]/\langle D_x^2 - x \rangle \cong \mathbb{Q}(x) + \mathbb{Q}(x)D_x \)

\[
\begin{align*}
\alpha (2x + 3D_x) + b D_x(2x + 3D_x) + c D_x^2(2x + 3D_x) \\
= (2b+2ax) + (3a+4c+2bx)D_x + (3b+2cx)D_x^2 + 3cD_x^3
\end{align*}
\]
Analogously:

- $\mathbb{Q}(x)[D_x] \cdot \text{Ai} = \{ L \cdot \text{Ai} : L \in \mathbb{Q}(x)[D_x] \}$

- This is a $\mathbb{Q}(x)$-vector space of dimension 2.

- Any three elements are $\mathbb{Q}$-linearly dependent.

- In particular, for every $f \in \mathbb{Q}(x)[D_x] \cdot \text{Ai}$ there exist $a, b, c \in \mathbb{Q}(x)$, not all zero, such that $af + bf' + cf''' = 0$.

- $\mathbb{Q}(x)[D_x] \cdot \text{Ai} \cong \mathbb{Q}(x)[D_x]/\langle D_x^2 - x \rangle \cong \mathbb{Q}(x) + \mathbb{Q}(x)D_x$

$$\begin{align*}
\alpha (2x + 3D_x) + b D_x (2x + 3D_x) + c D_x^2 (2x + 3D_x) \\
= (2b+2ax) + (3a+4c+2bx)D_x + (3b+2cx)D_x^2 + 3cD_x^3 \\
= (3b+2cx) + 3cD_x \rangle (D_x^2 - x) \\
+ (2b+3c+2ax+3bx+2cx^2) + (3a+4c+2bx+3cx)D_x
\end{align*}$$
Analogously:

- \( \mathbb{Q}(x)[D_x] \cdot \text{Ai} = \{ L \cdot \text{Ai} : L \in \mathbb{Q}(x)[D_x] \} \)
- This is a \( \mathbb{Q}(x) \)-vector space of dimension 2.
- Any three elements are \( \mathbb{Q} \)-linearly dependent.
- In particular, for every \( f \in \mathbb{Q}(x)[D_x] \cdot \text{Ai} \) there exist \( a, b, c \in \mathbb{Q}(x) \), not all zero, such that \( af + bf' + cf''' = 0 \).
- \( \mathbb{Q}(x)[D_x] \cdot \text{Ai} \cong \mathbb{Q}(x)[D_x]/\langle D_x^2 - x \rangle \cong \mathbb{Q}(x) + \mathbb{Q}(x)D_x \)

\[
\begin{align*}
    a (2x + 3D_x) + b D_x (2x + 3D_x) + c D_x^2 (2x + 3D_x) & = (2b + 2ax) + (3a + 4c + 2bx)D_x + (3b + 2cx)D_x^2 + 3cD_x^3 \\
    & = (2b + 3c + 2ax + 3bx + 2cx^2) + (3a + 4c + 2bx + 3cx)D_x \text{ rmod } D_x^2 - x
\end{align*}
\]
Analogously:

- \( \mathbb{Q}(x)[D_x] \cdot \text{Ai} = \{ L \cdot \text{Ai} : L \in \mathbb{Q}(x)[D_x] \} \)
- This is a \( \mathbb{Q}(x) \)-vector space of dimension 2.
- Any three elements are \( \mathbb{Q} \)-linearly dependent.
- In particular, for every \( f \in \mathbb{Q}(x)[D_x] \cdot \text{Ai} \) there exist \( a, b, c \in \mathbb{Q}(x) \), not all zero, such that \( af + bf' + cf'' = 0 \).
- \( \mathbb{Q}(x)[D_x] \cdot \text{Ai} \cong \mathbb{Q}(x)[D_x]/\langle D^2_x - x \rangle \cong \mathbb{Q}(x) + \mathbb{Q}(x)D_x \)

\[
\begin{pmatrix}
2x & 3x + 2 & 2x^2 + 3 \\
3 & 2x & 3x + 4 \\
\end{pmatrix}
\begin{pmatrix}
a \\
b \\
c \\
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
\end{pmatrix}
\]
Analogously:

- \( \mathbb{Q}(x)[D_x] \cdot \text{Ai} = \{ L \cdot \text{Ai} : L \in \mathbb{Q}(x)[D_x] \} \)
- This is a \( \mathbb{Q}(x) \)-vector space of dimension 2.
- Any three elements are \( \mathbb{Q} \)-linearly dependent.
- In particular, for every \( f \in \mathbb{Q}(x)[D_x] \cdot \text{Ai} \) there exist \( a, b, c \in \mathbb{Q}(x) \), not all zero, such that \( af + bf' + cf'' = 0 \).
- \( \mathbb{Q}(x)[D_x] \cdot \text{Ai} \cong \mathbb{Q}(x)[D_x]/\langle D_x^2 - x \rangle \cong \mathbb{Q}(x) + \mathbb{Q}(x)D_x \)

\( \leftrightarrow (a, b, c) = (-4x^3 + 9x^2 + 12x + 8, 9 - 8x, 4x^2 - 9x - 6) \)
Analogously:

- $\mathbb{Q}(x)[D_x] \cdot \text{Ai} = \{ L \cdot \text{Ai} : L \in \mathbb{Q}(x)[D_x] \}$
- This is a $\mathbb{Q}(x)$-vector space of dimension 2.
- Any three elements are $\mathbb{Q}$-linearly dependent.
- In particular, for every $f \in \mathbb{Q}(x)[D_x] \cdot \text{Ai}$ there exist $a, b, c \in \mathbb{Q}(x)$, not all zero, such that $af + bf' + cf'' = 0$.
- $\mathbb{Q}(x)[D_x] \cdot \text{Ai} \cong \mathbb{Q}(x)[D_x]/\langle D_x^2 - x \rangle \cong \mathbb{Q}(x) + \mathbb{Q}(x)D_x$

\[
\leadsto (-4x^3 + 9x^2 + 12x + 8)(2x \text{Ai}(x) + 3 \text{Ai}'(x)) \\
+ (9 - 8x)(2x \text{Ai}(x) + 3 \text{Ai}'(x))' \\
+ (4x^2 - 9x - 6)(2x \text{Ai}(x) + \text{Ai}'(x))'' = 0.
\]
Analogously:

\[ \mathbb{Q}(x)[D_x] \cdot \text{Ai} = \{ L \cdot \text{Ai} : L \in \mathbb{Q}(x)[D_x] \} \]

This is a \( \mathbb{Q}(x) \)-vector space of dimension 2.

Any three elements are \( \mathbb{Q} \)-linearly dependent.

In particular, for every \( f \in \mathbb{Q}(x)[D_x] \cdot \text{Ai} \) there exist \( a, b, c \in \mathbb{Q}(x) \), not all zero, such that \( af + bf' + cf'' = 0 \).

\[ \mathbb{Q}(x)[D_x] \cdot \text{Ai} \cong \mathbb{Q}(x)[D_x]/\langle D_x^2 - x \rangle \cong \mathbb{Q}(x) + \mathbb{Q}(x)D_x \]

More generally, when \( f \) is \( D \)-finite of order \( r \), then so is every element of \( \mathbb{Q}(x)[D_x] \cdot f \).
Analogously:

\[ \mathbb{Q}(x)[D_x] \cdot \text{Ai} = \{ L \cdot \text{Ai} : L \in \mathbb{Q}(x)[D_x] \} \]

- This is a \( \mathbb{Q}(x) \)-vector space of dimension 2.
- Any three elements are \( \mathbb{Q} \)-linearly dependent.
- In particular, for every \( f \in \mathbb{Q}(x)[D_x] \cdot \text{Ai} \) there exist \( a, b, c \in \mathbb{Q}(x) \), not all zero, such that \( af + bf' + cf'' = 0 \).
- \( \mathbb{Q}(x)[D_x] \cdot \text{Ai} \cong \mathbb{Q}(x)[D_x] / \langle D_x^2 - x \rangle \cong \mathbb{Q}(x) + \mathbb{Q}(x)D_x \)
- More generally, when \( f \) is \( D \)-finite of order \( r \), then so is every element of \( \mathbb{Q}(x)[D_x] \cdot f \).
- Note: When \( R \) is a field, then \( R[\partial] \) is a left-Euclidean domain, i.e., there is a notion of left-division with remainder.
Recall:

- When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha\beta$. 

• $\sqrt{2} + \sqrt{3} \in \mathbb{Q}(\sqrt{2}, \sqrt{3}) = \{p(\sqrt{2}, \sqrt{3}) : p \in \mathbb{Q}[X,Y]\} \subseteq \mathbb{C}$. 

• This is a vector space of dimension 4.

• Any five elements of it must be linearly dependent.

• In particular, there must be $a, b, c, d, e \in \mathbb{Q}$ such that $\cdots$.

Analogously:

- When $f$ and $g$ are D-finite, then so are $f + g$ and $fg$.

- $f + g \in \mathbb{Q}(x)[\partial] \cdot f + \mathbb{Q}(x)[\partial] \cdot g = \mathbb{Q}(x)[\partial]/\langle L \rangle + \mathbb{Q}(x)[\partial]/\langle M \rangle$.

• This is a $\mathbb{Q}(x)$-vector space of dimension at most $r + s$.

• Any $r + s + 1$ many elements must be linearly dependent.

• In particular, there must be a $\mathbb{Q}(x)$-linear relation among $(f + g), \partial(f + g), \ldots, \partial^{r+s}(f + g)$.
Recall:

- When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha \beta$.
- $\sqrt{2} + \sqrt{3} \in \mathbb{Q}(\sqrt{2}, \sqrt{3}) = \{p(\sqrt{2}, \sqrt{3}) : p \in \mathbb{Q}[X, Y]\} \subseteq \mathbb{C}$. 
Recall:

- When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha \beta$.
- $\sqrt{2} + \sqrt{3} \in \mathbb{Q}(\sqrt{2}, \sqrt{3}) = \{p(\sqrt{2}, \sqrt{3}) : p \in \mathbb{Q}[X, Y]\} \subseteq \mathbb{C}$.
- This is a vector space of dimension 4.
Recall:

- When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha \beta$.
- $\sqrt{2} + \sqrt{3} \in \mathbb{Q}(\sqrt{2}, \sqrt{3}) = \{p(\sqrt{2}, \sqrt{3}) : p \in \mathbb{Q}[X, Y]\} \subset \mathbb{C}$.
- This is a vector space of dimension 4.
- Any five elements of it must be linearly dependent.
Recall:

- When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha \beta$.
- $\sqrt{2} + \sqrt{3} \in \mathbb{Q}(\sqrt{2}, \sqrt{3}) = \{p(\sqrt{2}, \sqrt{3}) : p \in \mathbb{Q}[X, Y]\} \subseteq \mathbb{C}$.
- This is a vector space of dimension 4.
- Any five elements of it must be linearly dependent.
- In particular, there must be $a, b, c, d, e \in \mathbb{Q}$ such that

$$a + b(\sqrt{2}+\sqrt{3}) + c(\sqrt{2}+\sqrt{3})^2 + d(\sqrt{2}+\sqrt{3})^3 + e(\sqrt{2}+\sqrt{3})^4 = 0$$
Recall:

- When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha \beta$.
- $\sqrt{2} + \sqrt{3} \in \mathbb{Q}(\sqrt{2}, \sqrt{3}) = \{p(\sqrt{2}, \sqrt{3}) : p \in \mathbb{Q}[X, Y]\} \subseteq \mathbb{C}$.
- This is a vector space of dimension 4.
- Any five elements of it must be linearly dependent.
- In particular, there must be $a, b, c, d, e \in \mathbb{Q}$ such that

\[
1 - 14(\sqrt{2}+\sqrt{3})^2 + (\sqrt{2}+\sqrt{3})^4 = 0.
\]
Recall:

- When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha \beta$.

Analogously:

- When $f$ and $g$ are D-finite, then so are $f + g$ and $fg$.
Recall:

• When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha \beta$.

Analogously:

• When $f$ and $g$ are D-finite, then so are $f + g$ and $fg$.
• $f + g \in \mathbb{Q}(x)[\partial] \cdot f + \mathbb{Q}(x)[\partial] \cdot g$
  
  \[
  = \mathbb{Q}(x)f + \cdots + \mathbb{Q}(x)\partial^{r-1}f + \mathbb{Q}(x)g + \cdots + \mathbb{Q}(x)\partial^{s-1}g
  \]
Recall:

- When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha \beta$.

Analogously:

- When $f$ and $g$ are D-finite, then so are $f + g$ and $fg$.
- $f + g \in \mathbb{Q}(x)[\partial] \cdot f + \mathbb{Q}(x)[\partial] \cdot g$
  $$= \underbrace{\mathbb{Q}(x)f + \cdots + \mathbb{Q}(x)\partial^{r-1}f}_\cong \mathbb{Q}(x)[\partial]/\langle L \rangle + \underbrace{\mathbb{Q}(x)g + \cdots + \mathbb{Q}(x)\partial^{s-1}g}_\cong \mathbb{Q}(x)[\partial]/\langle M \rangle$$
Recall:

- When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha \beta$.

Analogously:

- When $f$ and $g$ are D-finite, then so are $f + g$ and $fg$.
- $f + g \in \mathbb{Q}(x)[\partial] \cdot f + \mathbb{Q}(x)[\partial] \cdot g$
  
  $= \underbrace{\mathbb{Q}(x)f + \cdots + \mathbb{Q}(x)\partial^{r-1}f} + \underbrace{\mathbb{Q}(x)g + \cdots + \mathbb{Q}(x)\partial^{s-1}g}$
  
  $\cong \mathbb{Q}(x)[\partial]/\langle L \rangle \cong \mathbb{Q}(x)[\partial]/\langle M \rangle$
  
- This is a $\mathbb{Q}(x)$-vector space of dimension at most $r + s$. 
Recall:

• When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha\beta$.

Analogously:

• When $f$ and $g$ are D-finite, then so are $f + g$ and $fg$.
• $f + g \in \mathbb{Q}(x)[\partial] \cdot f + \mathbb{Q}(x)[\partial] \cdot g$
  \[= \mathbb{Q}(x)f + \cdots + \mathbb{Q}(x)\partial^{r-1}f + \mathbb{Q}(x)g + \cdots + \mathbb{Q}(x)\partial^{s-1}g\]
  \[\cong \mathbb{Q}(x)[\partial]/\langle L \rangle \cong \mathbb{Q}(x)[\partial]/\langle M \rangle\]
• This is a $\mathbb{Q}(x)$-vector space of dimension at most $r + s$.
• Any $r + s + 1$ many elements must be linearly dependent.
Recall:

- When $\alpha$ and $\beta$ are algebraic, then so are $\alpha + \beta$ and $\alpha\beta$.

Analogously:

- When $f$ and $g$ are D-finite, then so are $f + g$ and $fg$.
- $f + g \in \mathbb{Q}(x)[\partial] \cdot f + \mathbb{Q}(x)[\partial] \cdot g$
  \[
  = \mathbb{Q}(x)f + \cdots + \mathbb{Q}(x)\partial^{r-1}f + \mathbb{Q}(x)g + \cdots + \mathbb{Q}(x)\partial^{s-1}g \\
  \cong \mathbb{Q}(x)[\partial]/\langle L \rangle \quad \cong \mathbb{Q}(x)[\partial]/\langle M \rangle 
  
  \quad \text{This is a } \mathbb{Q}(x)-\text{vector space of dimension at most } r + s.
- Any $r + s + 1$ many elements must be linearly dependent.
- In particular, there must be a $\mathbb{Q}(x)$-linear relation among $(f+g)$, $\partial(f+g)$, $\ldots$, $\partial^{r+s}(f+g)$. 
Example. $f(n) = n!$, $g(n) = 2^n$, $h(n) = f(n) + g(n)$.
Example. $f(n) = n!$, $g(n) = 2^n$, $h(n) = f(n) + g(n)$.

$$a \, h(n) + b \, h(n + 1) + c \, h(n + 2) = 0$$
Example. $f(n) = n!$, $g(n) = 2^n$, $h(n) = f(n) + g(n)$.

$$a \left( f(n) + g(n) \right) + b \left( f(n+1) + g(n+1) \right) + c \left( f(n+2) + g(n+2) \right) = 0$$
Example. \( f(n) = n! \), \( g(n) = 2^n \), \( h(n) = f(n) + g(n) \).

\[
\begin{align*}
\alpha \left( f(n) + g(n) \right) \\
+ \beta \left( (n + 1)f(n) + 2g(n) \right) \\
+ \gamma \left( (n + 2)f(n + 1) + 2g(n + 1) \right) &= 0
\end{align*}
\]
Example. \( f(n) = n!, \ g(n) = 2^n, \ h(n) = f(n) + g(n). \)

\[
\begin{align*}
a (f(n) + g(n)) & \\
+ b ((n + 1)f(n) + 2g(n)) & \\
+ c ((n + 2)(n + 1)f(n) + 4g(n)) & = 0
\end{align*}
\]
Example. \( f(n) = n!, \ g(n) = 2^n, \ h(n) = f(n) + g(n). \)

\[
\begin{align*}
(a + (n + 1)b + (n + 1)(n + 2)c) f(n) \\
+ (a + 2b + 4c) g(n) &= 0
\end{align*}
\]
Example. \( f(n) = n! \), \( g(n) = 2^n \), \( h(n) = f(n) + g(n) \).

\[
\begin{pmatrix}
1 & n + 1 & (n + 1)(n + 2) \\
1 & 2 & 4
\end{pmatrix}
\begin{pmatrix}
a \\
b \\
c
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0
\end{pmatrix}
\]
Example. \( f(n) = n! \), \( g(n) = 2^n \), \( h(n) = f(n) + g(n) \).

\[
\begin{pmatrix}
1 & n + 1 & (n + 1)(n + 2) \\
1 & 2 & 4
\end{pmatrix}
\begin{pmatrix}
a \\
b \\
c
\end{pmatrix}
= \begin{pmatrix}
0 \\
0
\end{pmatrix}
\]

\( \mapsto (a, b, c) = (2n(1 + n), 2 - 3n - n^2, n - 1) \)
Example. $f(n) = n!$, $g(n) = 2^n$, $h(n) = f(n) + g(n)$.

$$2n(n + 1) h(n) - (n^2 + 3n - 2) h(n + 1) + (n - 1) h(n + 2) = 0$$
Example. $f(n) = n！$, $g(n) = 2^n$, $h(n) = f(n) + g(n)$.

$$(2n(n + 1) - (n^2 + 3n - 2)S_n + (n - 1)S_n^2) \cdot h = 0$$
Closure properties.

If \( f, g \) are D-finite, then so are \( \partial \cdot f, f + g, \) and \( fg. \)
Closure properties.
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Furthermore, if $f$ is D-finite with respect to $\mathbb{Q}(x)[D_x]$, then
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- $\int f$ is D-finite
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If $f, g$ are D-finite, then so are $\partial \cdot f$, $f + g$, and $fg$.

Furthermore, if $f$ is D-finite with respect to $\mathbb{Q}(x)[D_x]$, then

- $\int f$ is D-finite
- $f \circ g$ is D-finite for every algebraic(!) function $g$
Closure properties.

If \( f, g \) are D-finite, then so are \( \partial \cdot f, f + g, \) and \( fg. \)

Furthermore, if \( f \) is D-finite with respect to \( \mathbb{Q}(x)[D_x] \), then

- \( \int f \) is D-finite
- \( f \circ g \) is D-finite for every algebraic(!) function \( g \)
- if \( f(x) = \sum_{n=0}^{\infty} a_n x^n \), then \( (a_n)_{n=0}^{\infty} \) is D-finite w.r.t. \( \mathbb{Q}(n)[S_n] \).
Closure properties.

If \( f \), \( g \) are D-finite, then so are \( \partial \cdot f \), \( f + g \), and \( fg \).

Furthermore, if \( f \) is D-finite with respect to \( \mathbb{Q}(x)[D_x] \), then

- \( \int f \) is D-finite
- \( f \circ g \) is D-finite for every algebraic(!) function \( g \)
- if \( f(x) = \sum_{n=0}^{\infty} a_n x^n \), then \( (a_n)_{n=0}^{\infty} \) is D-finite w.r.t. \( \mathbb{Q}(n)[S_n] \).

If \( (a_n)_{n=0}^{\infty} \) is D-finite with respect to \( \mathbb{Q}(n)[S_n] \), then
Closure properties.

If \( f, g \) are D-finite, then so are \( \partial \cdot f, f + g, \) and \( fg. \)

Furthermore, if \( f \) is D-finite with respect to \( \mathbb{Q}(x)[D_x] \), then

- \( \int f \) is D-finite
- \( f \circ g \) is D-finite for every algebraic(!) function \( g \)
- if \( f(x) = \sum_{n=0}^{\infty} a_n x^n \), then \( (a_n)_{n=0}^{\infty} \) is D-finite w.r.t. \( \mathbb{Q}(n)[S_n] \).

If \( (a_n)_{n=0}^{\infty} \) is D-finite with respect to \( \mathbb{Q}(n)[S_n] \), then

- \( (\sum_{k=0}^{n} a_k)_{n=0}^{\infty} \) is D-finite
Closure properties.

If $f, g$ are D-finite, then so are $\partial \cdot f$, $f + g$, and $fg$.

Furthermore, if $f$ is D-finite with respect to $\mathbb{Q}(x)[D_x]$, then

- $\int f$ is D-finite
- $f \circ g$ is D-finite for every algebraic(!) function $g$
- if $f(x) = \sum_{n=0}^{\infty} a_n x^n$, then $(a_n)_{n=0}^{\infty}$ is D-finite w.r.t. $\mathbb{Q}(n)[S_n]$.

If $(a_n)_{n=0}^{\infty}$ is D-finite with respect to $\mathbb{Q}(n)[S_n]$, then

- $(\sum_{k=0}^{n} a_k)_{n=0}^{\infty}$ is D-finite
- $(a_{un+v})_{n=0}^{\infty}$ is D-finite for every fixed $u, v \in \mathbb{N}$. 
Closure properties.

If \( f, g \) are \( D \)-finite, then so are \( \partial \cdot f, f + g, \) and \( fg \).

Furthermore, if \( f \) is \( D \)-finite with respect to \( \mathbb{Q}(x)[D_x] \), then

- \( \int f \) is \( D \)-finite
- \( f \circ g \) is \( D \)-finite for every algebraic(!) function \( g \)
- if \( f(x) = \sum_{n=0}^{\infty} a_n x^n \), then \( (a_n)_{n=0}^{\infty} \) is \( D \)-finite w.r.t. \( \mathbb{Q}(n)[S_n] \).

If \( (a_n)_{n=0}^{\infty} \) is \( D \)-finite with respect to \( \mathbb{Q}(n)[S_n] \), then

- \( \left( \sum_{k=0}^{n} a_k \right)_{n=0}^{\infty} \) is \( D \)-finite
- \( (a_{un+v})_{n=0}^{\infty} \) is \( D \)-finite for every fixed \( u, v \in \mathbb{N} \).
- \( f(x) = \sum_{n=0}^{\infty} a_n x^n \) is \( D \)-finite w.r.t. \( \mathbb{Q}(x)[D_x] \).
\[
\sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n = \frac{1}{\sqrt{1 - 4t^2}} \exp\left(\frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2}\right)
\]
\[
\sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n \overset{?}{=} \frac{1}{\sqrt{1 - 4t^2}} \exp \left( \frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2} \right)
\]

Hermite polynomials:

\[
\begin{align*}
H_0(x) &= 1 \\
H_1(x) &= 2x \\
H_2(x) &= 4x^2 - 2 \\
H_3(x) &= 8x^3 - 12x \\
H_4(x) &= 16x^4 - 48x^2 + 12 \\
H_5(x) &= 32x^5 - 160x^3 + 120x \\
&\vdots
\end{align*}
\]
\[ \sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n \overset{?}{=} \frac{1}{\sqrt{1 - 4t^2}} \exp \left( \frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2} \right) \]

Hermite polynomials:

\[
\begin{align*}
H_0(x) &= 1 \\
H_1(x) &= 2x \\
H_{n+2}(x) &= 2xH_{n+1}(x) - 2(n + 1)H_n(x)
\end{align*}
\]
\[\sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n = \frac{1}{\sqrt{1 - 4t^2}} \exp\left(\frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2}\right)\]

This is an identity between power series.
\[
\sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n = \frac{1}{\sqrt{1 - 4t^2}} \exp\left(\frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2}\right)
\]

This is an identity between power series.

Consider \(x\) and \(y\) as fixed parameters.
This is an identity between power series.

Consider $x$ and $y$ as fixed parameters.

The both sides are univariate power series in $t$. 
This is an identity between power series.

Consider $x$ and $y$ as fixed parameters.

The both sides are univariate power series in $t$.

Prove that lhs $-$ rhs is the zero series.
\[ \sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n - \frac{1}{\sqrt{1 - 4t^2}} \exp\left(\frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2}\right) = 0 \]

This is an identity between power series.

Consider \( x \) and \( y \) as fixed parameters.

The both sides are univariate power series in \( t \).

Prove that \( \text{lhs} - \text{rhs} \) is the zero series.
\[ \sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n - \frac{1}{\sqrt{1 - 4t^2}} \exp\left(\frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2}\right) \equiv 0 \]

This is an identity between power series. Consider \( x \) and \( y \) as fixed parameters. The both sides are univariate power series in \( t \). Prove that \( \text{lhs} - \text{rhs} \) is the zero series. Compute a recurrence for its coefficient sequence.
\[ \sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n - \frac{1}{\sqrt{1 - 4t^2}} \exp \left( \frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2} \right) = 0 \]

This is an identity between power series.

Consider \( x \) and \( y \) as fixed parameters.

The both sides are univariate power series in \( t \).

Prove that \( \text{lhs} - \text{rhs} \) is the zero series.

Compute a recurrence for its coefficient sequence.

Then it suffices to check a few initial terms.
\[ \sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{t^n}{n!} - \frac{1}{\sqrt{1-4t^2}} \exp \left( \frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2} \right) = 0 \]
\[
\sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n - \frac{1}{\sqrt{1 - 4t^2}} \exp\left(\frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2}\right) = 0
\]
\[
\sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n - \frac{1}{\sqrt{1 - 4t^2}} \exp\left(\frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2}\right) = 0
\]

- rec. of ord. 2
- rec. of ord. 2
- recurrence of order 4
\[
\sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n - \frac{1}{\sqrt{1 - 4t^2}} \exp\left(\frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2}\right) = 0
\]
\[
\sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n - \frac{1}{\sqrt{1 - 4t^2}} \exp\left(\frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2}\right) = 0
\]

recurrence of order 4

recurrence of order 4

recurrence of order 4

recurrence of order 2

recurrence of order 2

recurrence of order 2

recurrence of order 1
\[
\sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n - \frac{1}{\sqrt{1 - 4t^2}} \exp\left(\frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2}\right) = 0
\]

- Recurrence of order 2
- Recurrence of order 2
- Recurrence of order 1
- Recurrence of order 4
- Differential equation of order 5
\[ \sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n - \frac{1}{\sqrt{1 - 4t^2}} \exp \left( \frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2} \right) = 0 \]

- recurrence of order 2
- recurrence of order 2
- recurrence of order 1
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\[\sim \text{recurrence of order 4}\]
\[
\sum_{n=0}^{\infty} H_n(x) H_n(y) \frac{1}{n!} t^n - \frac{1}{\sqrt{1 - 4t^2}} \exp \left( \frac{4t(xy - t(x^2 + y^2))}{1 - 4t^2} \right) = 0
\]

If we write \( \text{lhs}(t) = \sum_{n=0}^{\infty} a_n t^n \), then

\[
a_{n+4} = \frac{4xy}{n+4} a_{n+3} + \frac{4(2n - 2x^2 - 2y^2 + 5)}{n+4} a_{n+2} + \frac{16xy}{n+4} a_{n+1} - \frac{16(n+1)}{n+4} a_n.
\]
\[
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\]

If we write \( \text{lhs}(t) = \sum_{n=0}^{\infty} a_n t^n \), then

\[
a_{n+4} = \frac{4xy}{n+4} a_{n+3} + \frac{4(2n - 2x^2 - 2y^2 + 5)}{n+4} a_{n+2} + \frac{16xy}{n+4} a_{n+1} - \frac{16(n+1)}{n+4} a_n.
\]

By \( a_0 = a_1 = a_2 = a_3 = 0 \), it follows that \( a_n = 0 \) for all \( n \).
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Let $F$ be a Gröbner basis of $\text{ann}(f) \subseteq K[\partial_x, \partial_y]$.

Let $G$ be a Gröbner basis of $\text{ann}(g) \subseteq K[\partial_x, \partial_y]$.

Then $\text{ann}(f + g)$ contains (at least) the operators $L \in K[\partial_x, \partial_y]$ with $L \cdot f = 0$ and $L \cdot g = 0$.

To find such operators

- Make an ansatz $L = \sum_{(u,v)} a_{u,v} \partial_x^u \partial_y^v$
- Compute $\text{NF}(L, F)$ and $\text{NF}(L, G)$.
- Equate their coefficients to zero and solve the resulting linear system for the undetermined coefficients $a_{u,v}$.

For the support of the ansatz, proceed FGLM-like.
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Closure properties discussed before:

• \( f(x) \) D-finite \( \Rightarrow \) \( F(x) = \int_{0}^{x} f(t) \, dt \) D-finite

• \( (a_n)_{n=0}^{\infty} \) D-finite \( \Rightarrow \) \( (\sum_{k=0}^{n} a_k)_{n=0}^{\infty} \) D-finite

• \( f(x,t) \) D-finite \( \Rightarrow \) \( F(x) = \int_{1}^{x} f(x,t) \, dt \) D-finite

• \( (a_{n,k})_{n,k=0}^{\infty} \) D-finite \( \Rightarrow \) \( (\sum_{k=0}^{n} a_{n,k})_{n=0}^{\infty} \) D-finite
Closure properties discussed before:

- $f(x)$ D-finite $\Rightarrow F(x) = \int_0^x f(t) \, dt$ D-finite
- $(a_n)_{n=0}^\infty$ D-finite $\Rightarrow (\sum_{k=0}^{n} a_k)_{n=0}^\infty$ D-finite

Somewhat more subtle closure properties:
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- \( f(x, t) \) D-finite \( \Rightarrow \) \( F(x) = \int_0^1 f(x, t) \, dt \) D-finite
Closure properties discussed before:

- $f(x)$ D-finite $\Rightarrow$ $F(x) = \int_0^x f(t) \, dt$ D-finite
- $(a_n)_{n=0}^\infty$ D-finite $\Rightarrow$ $(\sum_{k=0}^n a_k)_{n=0}^\infty$ D-finite

Somewhat more subtle closure properties:

- $f(x, t)$ D-finite $\Rightarrow$ $F(x) = \int_0^1 f(x, t) \, dt$ D-finite
- $f(x, t)$ D-finite $\Rightarrow$ $F(x) = f(x, 0)$ D-finite
Closure properties discussed before:

- \( f(x) \) D-finite \( \Rightarrow \) \( F(x) = \int_0^x f(t) \, dt \) D-finite
- \( (a_n)_{n=0}^\infty \) D-finite \( \Rightarrow \) \( (\sum_{k=0}^n a_k)_{n=0}^\infty \) D-finite

Somewhat more subtle closure properties:

- \( f(x, t) \) D-finite \( \Rightarrow \) \( F(x) = \int_0^1 f(x, t) \, dt \) D-finite
- \( f(x, t) \) D-finite \( \Rightarrow \) \( F(x) = f(x, 0) \) D-finite
- \( (a_{n,k})_{n,k=0}^\infty \) [proper] D-finite \( \Rightarrow \) \( (\sum_{k=0}^n a_{n,k})_{n=0}^\infty \) D-finite.
Creative telescoping: A technique to realize such closure properties.
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Idea: Suppose we know \( L \in \text{ann}(f(x, y)) \) of the form
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L = p_0(x) + p_1(x)D_x + y(q_0(x, y) + q_1(x, y)D_x + q_2(x, y)D_y).
\]

Then

\[
L \cdot f(x, y) = p_0(x)f(x, y) + p_1(x)f_x(x, y) + y(\cdots) = 0
\]

implies

\[
(p_0(x) + p_1(x)D_x) \cdot f(x, 0) = 0
\]
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Then
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L \cdot f(x, y) = p_0(x)f(x, y) + p_1(x)f_x(x, y) + y(\cdots) = 0
\]

implies

\[
(p_0(x) + p_1(x)D_x) \cdot f(x, 0) = 0
\]
**Creative telescoping:** A technique to realize such closure properties.

**Idea:** Suppose we know $L \in \text{ann}(f(x, y))$ of the form

$$L = \underbrace{p_0(x) + p_1(x)D_x}_{\text{"telescorer"}} + y\underbrace{(q_0(x, y) + q_1(x, y)D_x + q_2(x, y)D_y)}_{\text{"certificate"}}.$$

Then

$$L \cdot f(x, y) = p_0(x)f(x, y) + p_1(x)f_x(x, y) + y(\cdots) = 0$$

implies

$$(p_0(x) + p_1(x)D_x) \cdot f(x, 0) = 0$$

(Note: This is only useful if $(p_0, p_1) \neq (0, 0)$.)
Creative telescoping: A technique to realize such closure properties.

Idea: Suppose we know $L \in \text{ann}(f(x,y))$ of the form

\[ L = p_0(x) + p_1(x)D_x + D_y \left( q_0(x,y) + q_1(x,y)D_x + q_2(x,y)D_y \right). \]
Creative telescoping: A technique to realize such closure properties.

Idea: Suppose we know \( L \in \text{ann}(f(x, y)) \) of the form

\[
L = p_0(x) + p_1(x)D_x + D_y (q_0(x, y) + q_1(x, y)D_x + q_2(x, y)D_y).
\]

Then

\[
L \cdot f(x, y) = p_0(x)f(x, y) + p_1(x)f_x(x, y) - g_y(x, y) = 0
\]
Creative telescoping: A technique to realize such closure properties.

Idea: Suppose we know $L \in \text{ann}(f(x, y))$ of the form

$$L = p_0(x) + p_1(x)D_x + D_y \left(q_0(x, y) + q_1(x, y)D_x + q_2(x, y)D_y\right).$$

Then

$$L \cdot f(x, y) = p_0(x)f(x, y) + p_1(x)f_x(x, y) - g_y(x, y) = 0$$

implies

$$(p_0(x) + p_1(x)D_x) \cdot \int_0^1 f(x, t)dt = g(x, 1) - g(x, 0).$$
**Creative telescoping:** A technique to realize such closure properties.

Idea: Suppose we know $L \in \text{ann}(f(x, y))$ of the form

$$L = p_0(x) + p_1(x)D_x + D_y \left( q_0(x, y) + q_1(x, y)D_x + q_2(x, y)D_y \right).$$

"telescoper"  "certificate"

Then

$$L \cdot f(x, y) = p_0(x)f(x, y) + p_1(x)f_x(x, y) - g_y(x, y) = 0$$

implies

$$(p_0(x) + p_1(x)D_x) \cdot \int_0^1 f(x, t)dt = g(x, 1) - g(x, 0).$$
Creative telescoping: A technique to realize such closure properties.

Idea: Suppose we know \( L \in \text{ann}(f(x, y)) \) of the form

\[
L = p_0(x) + p_1(x)D_x + D_y \left( q_0(x, y) + q_1(x, y)D_x + q_2(x, y)D_y \right).
\]

"telescopener" \hspace{1cm} "certificate"

Then

\[
L \cdot f(x, y) = p_0(x)f(x, y) + p_1(x)f_x(x, y) - g_y(x, y) = 0
\]

implies

\[
(p_0(x) + p_1(x)D_x) \cdot \int_0^1 f(x, t)dt = g(x, 1) - g(x, 0).
\]

(Note: This is only useful if \((p_0, p_1) \neq (0, 0)\).)
Creative telescoping: A technique to realize such closure properties.

Idea: Suppose we know $L \in \text{ann}(f(x, k))$ of the form

$$L = p_0(x) + p_1(x)D_x + (S_k - 1)(q_0(x, k) + q_1(x, k)D_x + q_2(x, k)S_k).$$
**Creative telescoping:** A technique to realize such closure properties.

**Idea:** Suppose we know $L \in \text{ann}(f(x, k))$ of the form

$$L = p_0(x) + p_1(x)D_x + (S_k - 1)(q_0(x, k) + q_1(x, k)D_x + q_2(x, k)S_k).$$

Then

$$L \cdot f(x, k) = p_0(x)f(x, k) + p_1(x)f_x(x, k) = g(x, k + 1) - g(x, k).$$
Creative telescoping: A technique to realize such closure properties.

Idea: Suppose we know $L \in \text{ann}(f(x, k))$ of the form

$$L = p_0(x) + p_1(x)D_x + (S_k - 1)(q_0(x, k) + q_1(x, k)D_x + q_2(x, k)S_k).$$

Then

$$L \cdot f(x, k) = p_0(x)f(x, k) + p_1(x)f_x(x, k) = g(x, k + 1) - g(x, k)$$

implies

$$\left( p_0(x) + p_1(x)D_x \right) \cdot \sum_{k=0}^{n} f(x, k) = g(x, n + 1) - g(x, 0).$$
Creative telescoping: A technique to realize such closure properties.

Idea: Suppose we know $L \in \text{ann}(f(x, k))$ of the form

$$L = p_0(x) + p_1(x)D_x + (S_k - 1)(q_0(x, k) + q_1(x, k)D_x + q_2(x, k)S_k).$$

Then

$$L \cdot f(x, k) = p_0(x)f(x, k) + p_1(x)f_x(x, k) = g(x, k + 1) - g(x, k)$$

implies

$$(p_0(x) + p_1(x)D_x) \cdot \sum_{k=0}^{n} f(x, k) = g(x, n + 1) - g(x, 0).$$
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- Zeilberger’s algorithm, Chyzak’s algorithm, etc.
- Apagodu-Zeilberger ansatz
- Bostan-Chen-Chyzak-Li’s reduction based algorithms
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Example: \( f(x, y) = \frac{1}{1 + y - x^2y^4} \)

\[
f(x, y) = \frac{1}{1 + y - x^2y^4}
\]

\[
D_x f(x, y) = \frac{2xy^4}{(1 + y - x^2y^4)^2}
\]
Example:  \( f(x, y) = \frac{1}{1 + y - x^2 y^4} \)

\[
f(x, y) = \frac{1}{1 + y - x^2 y^4}
\]

\[
D_x f(x, y) = \frac{2xy^4}{(1 + y - x^2 y^4)^2}
\]

\[
D_x^2 f(x, y) = \frac{2(3x^2 y^8 + y^5 + y^4)}{(1 + y - x^2 y^4)^3}
\]
Example: \( f(x, y) = \frac{1}{1 + y - x^2y^4} \)

\[
f(x, y) = \frac{1}{1 + y - x^2y^4}
\]

\[
D_x f(x, y) = \frac{2xy^4}{(1 + y - x^2y^4)^2}
\]

\[
D_x^2 f(x, y) = \frac{2(3x^2y^8 + y^5 + y^4)}{(1 + y - x^2y^4)^3}
\]

\[
D_x^3 f(x, y) = \frac{24(x^3y^{12} + xy^9 + xy^8)}{(1 + y - x^2y^4)^4}
\]
Example: \( f(x, y) = \frac{1}{1 + y - x^2y^4} \)

\[
f(x, y) = \frac{1}{1 + y - x^2y^4} \frac{(1 + y - x^2y^4)^3}{(1 + y - x^2y^4)^3}
\]

\[
D_x f(x, y) = \frac{2xy^4}{(1 + y - x^2y^4)^2} \frac{(1 + y - x^2y^4)^2}{(1 + y - x^2y^4)^2}
\]

\[
D_x^2 f(x, y) = \frac{2(3x^2y^8 + y^5 + y^4)}{(1 + y - x^2y^4)^3} \frac{(1 + y - x^2y^4)}{(1 + y - x^2y^4)}
\]

\[
D_x^3 f(x, y) = \frac{24(x^3y^{12} + xy^9 + xy^8)}{(1 + y - x^2y^4)^4}
\]
Example:  
\[
f(x, y) = \frac{1}{1 + y - x^2y^4}
\]

\[
f(x, y) = \frac{1}{1 + y - x^2y^4} \frac{(1 + y - x^2y^4)^3}{(1 + y - x^2y^4)^3}
\]

\[
D_x f(x, y) = \frac{2xy^4}{(1 + y - x^2y^4)^2} \frac{(1 + y - x^2y^4)^2}{(1 + y - x^2y^4)^2}
\]

\[
D_x^2 f(x, y) = \frac{2(3x^2y^8 + y^5 + y^4)}{(1 + y - x^2y^4)^3} \frac{(1 + y - x^2y^4)}{(1 + y - x^2y^4)}
\]

\[
D_x^3 f(x, y) = \frac{24(x^3y^{12} + xy^9 + xy^8)}{(1 + y - x^2y^4)^4}
\]
Example: \( f(x, y) = \frac{1}{1 + y - x^2 y^4} \)

\[
f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4}
\]

\[
D_x f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4}
\]

\[
D_x^2 f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4}
\]

\[
D_x^3 f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4}
\]
Example: \( f(x, y) = \frac{1}{1 + y - x^2 y^4} \)

\[
f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4} \quad \leftarrow \text{deg}_y \leq 12
\]

\[
D_x f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4} \quad \leftarrow \text{deg}_y \leq 12
\]

\[
D_x^2 f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4} \quad \leftarrow \text{deg}_y \leq 12
\]

\[
D_x^3 f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4} \quad \leftarrow \text{deg}_y \leq 12
\]
Example: $f(x, y) = \frac{1}{1 + y - x^2 y^4}$

$c_0(x)f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4}$ ← $\deg_y \leq 12$

$c_1(x)D_x f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4}$ ← $\deg_y \leq 12$

$c_2(x)D_x^2 f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4}$ ← $\deg_y \leq 12$

$c_3(x)D_x^3 f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4}$ ← $\deg_y \leq 12$
Example: \[ f(x, y) = \frac{1}{1 + y - x^2y^4} \]

\[
(c_0(x) + c_1(x)D_x + c_2(x)D_x^2 + c_3(x)D_x^3) \cdot f(x, y) = \frac{1}{(1 + y - x^2y^4)^4}
\]
Example: \( f(x, y) = \frac{1}{1 + y - x^2y^4} \)

\[
\left( c_0(x) + c_1(x)D_x + c_2(x)D_x^2 + c_3(x)D_x^3 \right) \cdot f(x, y) = \frac{1}{(1 + y - x^2y^4)^4}
\]

Choose:

\[
Q(x, y) = \frac{q_0(x) + q_1(x)y + \cdots + q_9(x)y^9}{(1 + y - x^2y^4)^3} \cdot f(x, y).
\]
Example: \( f(x, y) = \frac{1}{1 + y - x^2 y^4} \)

\[
(c_0(x) + c_1(x)D_x + c_2(x)D_x^2 + c_3(x)D_x^3) \cdot f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4}
\]

Choose:

\[
Q(x, y) = \frac{q_0(x) + q_1(x)y + \cdots + q_9(x)y^9}{(1 + y - x^2 y^4)^3} \cdot \frac{1}{f(x, y)}.
\]

Then:

\[
D_y Q(x, y)f(x, y) = \frac{1}{(1 + y - x^2 y^4)^4}
\]
Example: \[ f(x, y) = \frac{1}{1 + y - x^2y^4} \]

\[ (c_0(x) + c_1(x)D_x + c_2(x)D_x^2 + c_3(x)D_x^3) \cdot f(x, y) = \frac{1}{(1 + y - x^2y^4)^4} \]

Choose:

\[ Q(x, y) = \frac{q_0(x) + q_1(x)y + \cdots + q_9(x)y^9}{(1 + y - x^2y^4)^3} \cdot \frac{1}{f(x, y)}. \]

Then:

\[ D_y Q(x, y)f(x, y) = \frac{1}{(1 + y - x^2y^4)^4} \leftarrow \text{deg}_y \leq 12 \]
Example: \( f(x, y) = \frac{1}{1 + y - x^2y^4} \)

\[
(c_0(x) + c_1(x)D_x + c_2(x)D_x^2 + c_3(x)D_x^3) \cdot f(x, y) = \frac{1}{(1 + y - x^2y^4)^4}
\]

Choose:

\[
Q(x, y) = \frac{q_0(x) + q_1(x)y + \cdots + q_9(x)y^9}{(1 + y - x^2y^4)^3}
\]

\[
\frac{1}{f(x, y)}.
\]

Then:

\[
D_y Q(x, y)f(x, y) = \frac{1}{(1 + y - x^2y^4)^4}
\]

\( \leftarrow \deg_y \leq 12 \)
Example: \( f(x, y) = \frac{1}{1 + y - x^2 y^4} \)

Compare coefficients of the numerators with respect to \( y \) and solve the resulting linear system

\[
\begin{pmatrix}
\vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots \\
\end{pmatrix}
\begin{pmatrix}
c_0(x) \\
c_3(x) \\
q_0(x) \\
q_9(x) \\
\end{pmatrix}
= 0
\]
Example: \( f(x, y) = \frac{1}{1 + y - x^2 y^4} \)

Compare coefficients of the numerators with respect to \( y \) and solve the resulting linear system

\[
\begin{pmatrix}
\vdots & \cdots & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & & \ddots & \vdots \\
\vdots & \cdots & \cdots & \vdots
\end{pmatrix}
\begin{pmatrix}
c_0(x) \\
c_3(x) \\
q_0(x) \\
q_9(x)
\end{pmatrix} = 0
\]

Every solution gives rise to a \textit{telescopercertificate} pair.
Example: \( f(x, y) = \frac{1}{1 + y - x^2 y^4} \)

Compare coefficients of the numerators with respect to \( y \) and solve the resulting linear system

\[
\begin{align*}
13 \text{ eqns} & \quad \begin{pmatrix}
\ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots 
\end{pmatrix}
\begin{pmatrix}
c_0(x) \\
\vdots \\
c_3(x) \\
q_0(x) \\
\vdots \\
q_9(x)
\end{pmatrix} = 0
\end{align*}
\]

Every solution gives rise to a telescoper/certificate pair.
More generally:

- For every rational function $f = \frac{p}{q}$, we can find a telescoper in this way.
More generally:

• For every rational function \( f = \frac{p}{q} \), we can find a telescoper in this way.

Even more generally:

• For every hyperexponential term \( \exp\left( \frac{a}{b} \right) \prod_{i=1}^{m} c_{i}^{e_{i}} \) we can find a telescoper in this way.
More generally:

- For every rational function \( f = \frac{p}{q} \), we can find a telescoper in this way.

Even more generally:

- For every hyperexponential term \( \exp\left(\frac{a}{b}\right) \prod_{i=1}^{m} c_i^{e_i} \) we can find a telescoper in this way.

Summation case:

- For every proper hypergeom. term \( c \, p^x q^y \prod_{i=1}^{m} \Gamma(a_i x + a_i' y + a_i'')^{e_i} \) we can find a telescoper in this way.
More generally:

- For every rational function $f = \frac{p}{q}$, we can find a telescoper in this way.

Even more generally:

- For every hyperexponential term $\exp\left(\frac{a}{b}\right) \prod_{i=1}^{m} c_i^{e_i}$ we can find a telescoper in this way.

Summation case:

- For every proper hypergeom. term $c p^{x} q^{y} \prod_{i=1}^{m} \Gamma(a_i x + a_i' y + a_i'')^{e_i}$ we can find a telescoper in this way.

Most generally (so far):

- For every “proper D-finite function” we can find a telescoper in this way.
• In all these cases there are good a priori bounds for the order of the telescopers.
• In all these cases there are good a priori bounds for the order of the telescopers.

• For hypergeometric and hyperexponential terms, there are also good bounds for the degrees.
• In all these cases there are good a priori bounds for the order of the telescopers.

• For hypergeometric and hyperexponential terms, there are also good bounds for the degrees.

• For the hypergeometric case, we even have bounds for the integer lengths in the coefficients.
• There are also good for degree and integer lengths of telescopers of nonminimal order.
• There are also good for degree and integer lengths of telescopers of nonminimal order.

• These formulas reflect the fact that larger order yields smaller degree and height.

• The bounds are reasonably sharp and give a good idea about the shape of the telescopers.

• What about the certificates?

• We can bound their size by a similar reasoning.

• It turns out that certificates are much larger than telescopers.
• There are also good for degree and integer lengths of telescopers of nonminimal order.

• These formulas reflect the fact that larger order yields smaller degree and height.

• The bounds are reasonably sharp and give a good idea about the shape of the telescopers.
- There are also good for degree and integer lengths of telescopes of nonminimal order.
- These formulas reflect the fact that larger order yields smaller degree and height.
- The bounds are reasonably sharp and give a good idea about the shape of the telescopes.

- What about the certificates?
• There are also good for degree and integer lengths of telescopers of nonminimal order.
• These formulas reflect the fact that larger order yields smaller degree and height.
• The bounds are reasonably sharp and give a good idea about the shape of the telescopers.

• What about the certificates?
• We can bound their size by a similar reasoning.
• There are also good for degree and integer lengths of telescopers of nonminimal order.
• These formulas reflect the fact that larger order yields smaller degree and height.
• The bounds are reasonably sharp and give a good idea about the shape of the telescopers.

• What about the certificates?
• We can bound their size by a similar reasoning.
• It turns out that certificates are much larger than telescopers.
wanted!

often not needed
**Example:** For \( f(x, y) = \frac{x - y}{1 + y - x^2 y^2} \) we have

\[
P = -x^2 (27 + 256x)(-21 - 12x + 1740x^2 - 240x^3 + 40x^4)D_x^3 - 3x(-567 - 10072x + 11052x^2 + \\
519680x^3 - 51560x^4 + 5120x^5)D_x^2 - 24(-21 - 1149x - 868x^2 + 17700x^3 - 2940x^4 + \\
80x^5)D_x + 96(21 - 237x + 1355x^2 - 395x^3 + 10x^4)
\]

\[
Q = (168 + 9864x - 640x^2 - 98240x^3 + 10880x^4 - 320x^5 + 252y^2 - 55764xy^2 + 67920x^2 y^2 + \\
423120x^3 y^2 - 48480x^4 y^2 + 1440x^5 y^2 + 1596y^3 - 70932xy^3 + 154640x^2 y^3 + 397840x^3 y^3 - \\
47840x^4 y^3 + 1440x^5 y^3 + 1386y^4 - 24966xy^4 + 68448x^2 y^4 + 47160x^3 y^4 + 287280x^4 y^4 - \\
32400x^5 y^4 + 960x^6 y^4 + 126y^5 - 36xy^5 + 12480x^2 y^5 - 9072x^3 y^5 + 474480x^4 y^5 - 49920x^5 y^5 + \\
5760x^6 y^5 + 42y^6 + 2382xy^6 + 103884x^2 y^6 + 232776x^3 y^6 + 53600x^4 y^6 + 2640x^5 y^6 + \\
5600x^6 y^6 + 126y^7 + 2736xy^7 + 72240x^2 y^7 - 326256x^3 y^7 - 102000x^4 y^7 + 18720x^5 y^7 - \\
63xy^8 - 18x^2 y^8 - 7200x^3 y^8 + 26880x^4 y^8 - 297240x^5 y^8 + 32400x^6 y^8 - 960x^7 y^8 - 63xy^9 - \\
18x^2 y^9 - 6528x^3 y^9 + 19296x^4 y^9 - 253880x^5 y^9 + 19760x^6 y^9 - 640x^7 y^9 + 252xy^{10} - \\
336x^2 y^{10} - 76776x^3 y^{10} - 35280x^4 y^{10} + 80640x^5 y^{10} - 16800x^6 y^{10} + 21x^2 y^{12} + 6x^3 y^{12} + \\
2400x^4 y^{12} - 8960x^5 y^{12} + 99080x^6 y^{12} - 10800x^7 y^{12} + 320x^8 y^{12})/((x - y)(-1 - y + xy^4)^2)
\]

**Note:** For some applications the certificate is not needed.
Can we compute **telescopers** without also computing **certificates**?
Can we compute **telescopers** without also computing **certificates**?

Recall: indefinite integration of rational functions:

\[
\int \frac{3t^4 - 11t^3 - 3t^2 - 13t}{(t - 1)^3(t + 1)^2} \, dt
\]
Can we compute **telescopers** without also computing **certificates**?

Recall: indefinite integration of rational functions:

\[
\int \frac{3t^4 - 11t^3 - 3t^2 - 13t}{(t - 1)^3(t + 1)^2} \, dt
\]

\[
= \frac{-7t^3 - t^2 - 17t + 1}{(t - 1)^3(t + 1)^2} + \int \frac{3t - 1}{(t - 1)(t + 1)} \, dt
\]
Can we compute **telescopers** without also computing **certificates**?

Recall: indefinite integration of rational functions:

\[
\int \frac{3t^4 - 11t^3 - 3t^2 - 13t}{(t - 1)^3(t + 1)^2} \, dt
\]

\[
= \frac{-7t^3 - t^2 - 17t + 1}{(t - 1)^3(t + 1)^2} + \int \frac{3t - 1}{(t - 1)(t + 1)} \, dt
\]

\[
= \frac{-7t^3 - t^2 - 17t + 1}{(t - 1)^3(t + 1)^2} + \log(1 - t) + 2 \log(1 + t)
\]
Can we compute telescopers without also computing certificates?

Recall: indefinite integration of rational functions:

\[
\int \frac{3t^4 - 11t^3 - 3t^2 - 13t}{(t - 1)^3(t + 1)^2} \, dt \\
= -7t^3 - t^2 - 17t + 1 \left( \frac{1}{(t - 1)^3} + \frac{1}{(t + 1)^2} \right) + \int \frac{3t - 1}{(t - 1)(t + 1)} \, dt \\
= -7t^3 - t^2 - 17t + 1 + \log(1 - t) + 2 \log(1 + t)
\]

In other words:

\[
\frac{3t^4 - 11t^3 - 3t^2 - 13t}{(t - 1)^3(t + 1)^2} = \frac{\partial}{\partial t} \left( \cdots \right) + \frac{3t - 1}{(t - 1)(t + 1)}
\]
Can we compute **telescopers** without also computing **certificates**?

Recall: indefinite integration of rational functions:

\[
\int \frac{3t^4 - 11t^3 - 3t^2 - 13t}{(t - 1)^3(t + 1)^2} \, dt
\]

\[
= \frac{-7t^3 - t^2 - 17t + 1}{(t - 1)^3(t + 1)^2} + \int \frac{3t - 1}{(t - 1)(t + 1)} \, dt
\]

\[
= \frac{-7t^3 - t^2 - 17t + 1}{(t - 1)^3(t + 1)^2} + \log(1 - t) + 2 \log(1 + t)
\]

In other words:

\[
\frac{3t^4 - 11t^3 - 3t^2 - 13t}{(t - 1)^3(t + 1)^2} = \frac{\partial}{\partial t} \left( \cdots \right) + \frac{3t - 1}{(t - 1)(t + 1)}
\]

**no multiple roots**
Can we compute **telescopers** without also computing **certificates**?

Recall: indefinite integration of rational functions:

\[
\int \frac{3t^4 - 11t^3 - 3t^2 - 13t}{(t - 1)^3(t + 1)^2} \, dt
\]

\[
= \frac{-7t^3 - t^2 - 17t + 1}{(t - 1)^3(t + 1)^2} + \int \frac{3t - 1}{(t - 1)(t + 1)} \, dt
\]

\[
= \frac{-7t^3 - t^2 - 17t + 1}{(t - 1)^3(t + 1)^2} + \log(1 - t) + 2 \log(1 + t)
\]

In other words:

\[
\frac{3t^4 - 11t^3 - 3t^2 - 13t}{(t - 1)^3(t + 1)^2} = \frac{\partial}{\partial t} \left( \cdots \right) + \frac{3t - 1}{(t - 1)(t + 1)}
\]

\text{deg}_t(\text{num}) < \text{deg}_t(\text{den})

\text{no multiple roots}
Can we compute telescopers without also computing certificates?
Recall also: the creative telescoping problem for rational functions:
Can we compute **telescopers** without also computing **certificates**?

Recall also: the creative telescoping problem for rational functions:

**GIVEN** $f(x, t)$, **FIND** $g(x, t)$ and $c_0(x), \ldots, c_r(x)$ such that

$$c_0(x)f(x, t) + c_1(x)\frac{\partial}{\partial x}f(x, t) + \cdots + c_r(x)\frac{\partial^r}{\partial x^r}f(x, t) = \frac{\partial}{\partial t}g(x, t)$$
Can we compute telescopers without also computing certificates?

Recall also: the creative telescoping problem for rational functions:

**GIVEN** \( f(x, t) \), **FIND** \( g(x, t) \) and \( c_0(x), \ldots, c_r(x) \) such that

\[
c_0(x)f(x, t) + c_1(x)\frac{\partial}{\partial x}f(x, t) + \cdots + c_r(x)\frac{\partial^r}{\partial x^r}f(x, t) = \frac{\partial}{\partial t}g(x, t)
\]
Can we compute *telescopers* without also computing *certificates*?

Bostan-Chen-Chyzak-Li’s algorithm:
Can we compute **telescopers** without also computing **certificates**?

Bostan-Chen-Chyzak-Li’s algorithm:

\[ f(x, t) = \frac{\partial}{\partial t} \left( \cdots \right) + \frac{p_0(x, t)}{q(x, t)} \]
Can we compute **telescopers** without also computing **certificates**?

Bostan-Chen-Chyzak-Li’s algorithm:

\[ f(x, t) = \frac{\partial}{\partial t} \left( \cdots \right) + \frac{p_0(x, t)}{q(x, t)} \]

\[ \frac{\partial}{\partial x} f(x, t) = \frac{\partial}{\partial t} \left( \cdots \right) + \frac{p_1(x, t)}{q(x, t)} \]
Can we compute **telescopers** without also computing **certificates**?

Bostan-Chen-Chyzak-Li’s algorithm:

\[
\begin{align*}
f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + \frac{p_0(x, t)}{q(x, t)} \\
\frac{\partial}{\partial x} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + \frac{p_1(x, t)}{q(x, t)} \\
\frac{\partial^2}{\partial x^2} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + \frac{p_2(x, t)}{q(x, t)} \\
&\vdots \\
\frac{\partial^r}{\partial x^r} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + \frac{p_r(x, t)}{q(x, t)}
\end{align*}
\]
Can we compute **telescopers** without also computing **certificates**?

Bostan-Chen-Chyzak-Li’s algorithm:

\[
c_0(x) f(x, t) = \frac{\partial}{\partial t} \left( \cdots \right) + c_0(x) \frac{p_0(x, t)}{q(x, t)}
\]

\[
c_1(x) \frac{\partial}{\partial x} f(x, t) = \frac{\partial}{\partial t} \left( \cdots \right) + c_1(x) \frac{p_1(x, t)}{q(x, t)}
\]

\[
c_2(x) \frac{\partial^2}{\partial x^2} f(x, t) = \frac{\partial}{\partial t} \left( \cdots \right) + c_2(x) \frac{p_2(x, t)}{q(x, t)}
\]

\[\vdots\]

\[
c_r(x) \frac{\partial^r}{\partial x^r} f(x, t) = \frac{\partial}{\partial t} \left( \cdots \right) + c_r(x) \frac{p_r(x, t)}{q(x, t)}
\]
Can we compute \textbf{telescopers} without also computing \textbf{certificates}?

Bostan-Chen-Chyzak-Li’s algorithm:

\[
\begin{align*}
\mathbf{c}_0(x)f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + \mathbf{c}_0(x) \frac{p_0(x, t)}{q(x, t)} \\
\mathbf{c}_1(x) \frac{\partial}{\partial x} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + \mathbf{c}_1(x) \frac{p_1(x, t)}{q(x, t)} \\
\mathbf{c}_2(x) \frac{\partial^2}{\partial x^2} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + \mathbf{c}_2(x) \frac{p_2(x, t)}{q(x, t)} \\
&\vdots \\
\mathbf{c}_r(x) \frac{\partial^r}{\partial x^r} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + \mathbf{c}_r(x) \frac{p_r(x, t)}{q(x, t)}
\end{align*}
\]

\[\mathbf{c}_0(x)f(x, t) + \cdots + \mathbf{c}_r(x) \frac{\partial^r}{\partial x^r} f(x, t) = \frac{\partial}{\partial t} \left( \cdots \right) + \cdots\]
Can we compute telescopers without also computing certificates?

Bostan-Chen-Chyzak-Li’s algorithm:

\[
\begin{align*}
c_0(x)f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + c_0(x) \frac{p_0(x, t)}{q(x, t)} \\
c_1(x) \frac{\partial}{\partial x} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + c_1(x) \frac{p_1(x, t)}{q(x, t)} \\
c_2(x) \frac{\partial^2}{\partial x^2} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + c_2(x) \frac{p_2(x, t)}{q(x, t)} \\
&\vdots \\
c_r(x) \frac{\partial^r}{\partial x^r} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + c_r(x) \frac{p_r(x, t)}{q(x, t)}
\end{align*}
\]

\[
c_0(x)f(x, t) + \cdots + c_r(x) \frac{\partial^r}{\partial x^r} f(x, t) = \frac{\partial}{\partial t} \left( \cdots \right) + \frac{!}{\equiv} 0
\]
Can we compute **telescopers** without also computing **certificates**?

Bostan-Chen-Chyzak-Li’s algorithm:

\[
\begin{align*}
    c_0(x) f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + c_0(x) \frac{p_0(x, t)}{q(x, t)} \\
    c_1(x) \frac{\partial}{\partial x} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + c_1(x) \frac{p_1(x, t)}{q(x, t)} \\
    c_2(x) \frac{\partial^2}{\partial x^2} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + c_2(x) \frac{p_2(x, t)}{q(x, t)} \\
    &\vdots \\
    c_r(x) \frac{\partial^r}{\partial x^r} f(x, t) &= \frac{\partial}{\partial t} \left( \cdots \right) + c_r(x) \frac{p_r(x, t)}{q(x, t)}
\end{align*}
\]

\[
c_0(x) f(x, t) + \cdots + c_r(x) \frac{\partial^r}{\partial x^r} f(x, t) = \frac{\partial}{\partial t} \left( \cdots \right) + \frac{!}{!} \equiv 0
\]
Can we compute **telescopers** without also computing **certificates**?

**Bostan-Chen-Chyzak-Li’s algorithm:**

\[
\begin{align*}
\sum_{r=0}^{\infty} c_r(x) f(x, t) & = \sum_{r=0}^{\infty} \frac{\partial^r}{\partial x^r}(\cdots) + \sum_{r=0}^{\infty} c_r(x) \frac{p_r(x, t)}{q(x, t)} \\
\sum_{r=0}^{\infty} \frac{\partial}{\partial t} \left( \sum_{r=0}^{\infty} c_r(x) f(x, t) \right) & = 0
\end{align*}
\]
Can we compute **telescopers** without also computing **certificates**?

Bostan-Chen-Chyzak-Li’s algorithm:

\[
\begin{align*}
c_0(x) \cdot p_0(x, t) \\
+ c_1(x) \cdot p_1(x, t) \\
+ c_2(x) \cdot p_2(x, t) \\
\vdots \\
+ c_r(x) \cdot p_r(x, t)
\end{align*}
\]

\[
\Downarrow = 0
\]
Can we compute **telescopers** without also computing **certificates**?

Bostan-Chen-Chyzak-Li’s algorithm:

\[
\begin{align*}
  c_0(x) \left( p_{0,0}(x) + p_{1,0}(x)t + \cdots + p_{d,0}(x)t^d \right) \\
  + c_1(x) \left( p_{0,1}(x) + p_{1,1}(x)t + \cdots + p_{d,1}(x)t^d \right) \\
  + c_2(x) \left( p_{0,2}(x) + p_{1,2}(x)t + \cdots + p_{d,2}(x)t^d \right) \\
  \vdots \\
  + c_r(x) \left( p_{0,r}(x) + p_{1,r}(x)t + \cdots + p_{d,r}(x)t^d \right) \\
  \equiv 0
\end{align*}
\]
Can we compute **telescopers** without also computing **certificates**?

Bostan-Chen-Chyzak-Li’s algorithm:

\[
\begin{pmatrix}
p_{0,0}(x) & p_{0,1}(x) & \cdots & p_{d,r}(x) \\
p_{1,0}(x) & & \vdots & \\
& \ddots & \ddots & \ddots \\
p_{d,0}(x) & \cdots & \cdots & p_{d,r}(x)
\end{pmatrix}
\begin{pmatrix}
c_0(x) \\
c_1(x) \\
\vdots \\
c_r(x)
\end{pmatrix}
= \begin{pmatrix} 0 \\
\vdots \\
0 \end{pmatrix}
\]

• Note: A nontrivial solution is guaranteed as soon as \( r > d \).

• Recall:
  
  \[ \text{deg } t_p(x,t) \leq d < \text{deg } t_q(x,t) < \text{deg } t_{\text{denom of } f(x,t)} \]

• In general, we can't do better.
Can we compute telescopers without also computing certificates?

Bostan-Chen-Chyzak-Li’s algorithm:

\[
\begin{pmatrix}
p_{0,0}(x) & p_{0,1}(x) & \cdots & p_{d,r}(x) \\
p_{1,0}(x) & & \vdots & \\
\vdots & & \ddots & \\
p_{d,0}(x) & \cdots & \cdots & p_{d,r}(x)
\end{pmatrix}
\begin{pmatrix}
c_0(x) \\
c_1(x) \\
\vdots \\
c_r(x)
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
\vdots \\
0
\end{pmatrix}
\]

- Note: A nontrivial solution is guaranteed as soon as \( r > d \)
Can we compute **telescopers** without also computing **certificates**?

Bostan-Chen-Chyzak-Li’s algorithm:

\[
\begin{pmatrix}
    p_{0,0}(x) & p_{0,1}(x) & \cdots & p_{d,r}(x) \\
    p_{1,0}(x) & \cdots & \cdots & \cdots \\
    \vdots & \cdots & \cdots & \cdots \\
    p_{d,0}(x) & \cdots & \cdots & p_{d,r}(x)
\end{pmatrix}
\begin{pmatrix}
    c_0(x) \\
    c_1(x) \\
    \vdots \\
    c_r(x)
\end{pmatrix}
= \begin{pmatrix}
    0 \\
    \vdots \\
    \vdots \\
    0
\end{pmatrix}
\]

- **Note**: A nontrivial solution is guaranteed as soon as \( r > d \)

- **Recall**:
  \[
  \text{deg}_t p_i(x, t) \leq d < \text{deg}_t q(x, t) < \text{deg}_t [[\text{denom. of } f(x, t)]]
  \]
Can we compute **telescopers** without also computing **certificates**?

Bostan-Chen-Chyzak-Li’s algorithm:

\[
\begin{pmatrix}
p_{0,0}(x) & p_{0,1}(x) & \cdots & p_{d,r}(x) \\
p_{1,0}(x) & \varepsilon & \cdots & \varepsilon \\
\vdots & & \ddots & \vdots \\
p_{d,0}(x) & \cdots & \cdots & p_{d,r}(x)
\end{pmatrix}
\begin{pmatrix}
c_0(x) \\
c_1(x) \\
\vdots \\
c_r(x)
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
\vdots \\
0
\end{pmatrix}
\]

- **Note:** A nontrivial solution is guaranteed as soon as \( r > d \)
- **Recall:**
  \[\deg_t p_i(x, t) \leq d < \deg_t q(x, t) < \deg_t[[\text{denom. of } f(x, t)]]\]
- In general, we can’t do better.
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